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2.1. Predicate Calculus

The propositional logic is not powerful enough to represent all types of statements that

are used in Computer Science and Mathematics, or to express certain types of

relationship between propositions such as equivalence.

For example, the statement “X is greater than 1", where X is a variable, is not a

proposition because you can not tell whether it is true or false unless you know the value

of X.

Thus the propositional logic can not deal with such sentences. However, such statements

appear quite often in Mathematics and we want to do inferenceing on those statements.

Not all birds fly" is equivalent to "Some birds don't fly".

"Not all integers are even" is equivalent to "Some integers are not even".

"Not all cars are expensive" is equivalent to "Some cars are not expensive“.

Each of those propositions is treated independently of the others in propositional logic.
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Example: if P represents "Not all birds fly" and

Q represents "Some integers are not even",

then there is no mechanism in propositional logic to find out that P

is equivalent to Q.

Thus we need more powerful logic to deal with these and other problems. The

predicate logic is one of such logic and it addresses these issues among others.

2.1. Predicates:

A predicate is a verb phrase template that describes a property of objects, or a

relationship among objects represented by the variables.

The logic based upon the analysis of predicates in any statement is called Predicate

logic.

Symbolize a predicate by a capital letter and names of individuals or objects in general

by small letters.



Example 1: The statement ‘x is a student’ has two parts.

Part 1: The variable x is the subject of the statement.

Part 2: The predicate ‘ is a student’ refers to a property that the subject of the

statement can have.

We can denote the statement ‘ x is a student’ by S(x) where S denotes the

predicate and x is a variable.

In general any statement of the type ‘p is Q’ where Q is the predicate and p is

the subject can be denoted by Q(p)

Example 2: Amulya is a Student and This painting is Blue.

S(a)  B(p).

A predicate requiring m(m>0) names or objects is called an m-place predicate.

Example 3: Amulya is a Student

‘is a student’ is a 1-place predicate because it is related to one object(Amulya).
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Example 4: Naveen is taller than Amul.

The predicate ‘is taller than’ is a 2-place predicate.

The representation is T(n,a)

When m=0 , then we shall call a statement 0-place predicate because no names

are associated with a statement.

A Simple statement function of one variable is defined to be an expression

consisting of a predicate symbol and an individual variable.

We can form ‘Compound statement functions by combining one or more

simple statement functions and the logical connectives.

M(x)VN(x), M(x)N(x), M(x)N(x), ~M(x) and M(x)↔N(x).
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Some restrictions can be introduced by limiting the class of objects under

considerations. These limitation means that the variable which are mentioned

stand for only those objects which are members of particular set or class. Such

a restricted class is called the universe of discourse or the domain of

individuals or simply the universe.

Example 5: consider the statement

“Given any positive integer, there is greater positive integer”

in this case the universe of discourse is the set of positive integers.



2.2. Quantifiers

The statements involve words that indicate quantity such as ‘all’, ‘some’,

‘none’, or ‘one’. These words indicates quantity and they are called

Quantifiers.

Sentence Abbreviated Meaning

Some men are tall. There is atleast one tall man.

All birds have wings.

No air balloon is perfectly round. All air balloons fail to be perfectly round.

There is a real number less than 11. Atleast one real number is less than 11.

There are two types of quantifiers.

1. Universal

2. Existential
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Universal quantifier: The quantifier “all” is called as the Universal quantifier, Denoted

as x.

The symbol x Represents each of the following phrases have same meaning.

For all x

For every x

For each x

Every thing x is such that

Each thing x is such that

Existential quantifier: The quantifier “some” is the Existential quantifier. Denoted as x.

The symbol  x Represents each of the following phrases have same meaning

 For some x

Some x is such that

There exists an x such that

There is an x such that

There is at least one x such that
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Example 1: Some thing is Good

Solution : “There is atleast one x such that x is good”

The Symbolic form: ( x) G(x)

Example 2: Every thing is Good

Solution : “For all x, x is good”

The Symbolic form: ( x) G(x)

Example 3: Nothing is Good

Solution : “For all x, x is not good”

The Symbolic form: ( x) ~G(x)

Example 4: Something is not Good

Solution : “There is atleast one x such that x is good”

The Symbolic form: ( x) ~G(x)
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Equivalent Formulas:

“All true” means the same as “None false”.

“All false” means the same as “None true”.

“Not all true” means the same as “Atleast one false”.

“Not all false” means the same as “Atleast one true”.

 (x) F(x)  ~(x) ~F(x)

 (x) ~F(x)  ~(x) F(x)

~[x, F(x)]  (x)~F(x)

~[(x)~F(x)]  (x) F(x)
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The symbol !x is read there is a unique x such that ... or There is one and only

one x such that ...

Ex: There is one and only one even prime.

!x, [x is an even prime]

!x, P(x) where P(x)x is an even prime integer.

To form the negation of a statement involving one quantifier, change the

quantifier form universal to existential, or from existential to universal, and

negate the statement, which it quantifies.

Statement Its Negation

x P(x) [x ~P(x)] 

x P(x) [x {~P(x)}]
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Example 1: All monkeys have tails

Solution : “For all x, if x is a monkey, then x has tail”

The Symbolic form: ( x) [M(x)T(x)]

Example 2: No monkey has a tail.

Solution : “For all x, if x is a monkey, then x has no tail”

The Symbolic form: ( x) [M(x)~T(x)]

Example 3: Some monkeys have tails

Solution : “There is an x such that, x is a monkey and x has tail”

The Symbolic form: ( x) [M(x)  T(x)]

Example 4: Some monkeys have no tails

Solution : “There is an x such that, x is a monkey and x has no tail”

The Symbolic form: ( x) [M(x)  ~ T(x)]11/23/2022 12D Sreenivasarao-DM-UNIT-II-II 
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Example 1: All men are good.

Solution : “For all x, if x is a man, then x is Good.”

The Symbolic form: ( x) [M(x)G(x)]

Example 2: No men are good.

Solution : “For all x, if x is a man, then x is not Good”

The Symbolic form: ( x) [M(x)~G(x)]

Example 3: Some men are good.

Solution : “There is an x such that, x is a man and x is Good.”

The Symbolic form: ( x) [M(x)  G(x)]

Example 4: Some men are not good.

Solution : “There is an x such that, x is a man and x is not tail”

The Symbolic form: ( x) [M(x)  ~ G(x)]11/23/2022 13D Sreenivasarao-DM-UNIT-II-II 
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Write the following sentences is the closed form or Symbolic form.

1. Some people who trust others one rewarded.

2. If any one is good then john is good.

3. He is ambitious or no one is ambitious.

4. Some one is teasing

5. It is not true that all roads lead to rome.

Solution : Let

P(x) : x is a Person

T(x) : Trust others

R(x) : is rewarded

G(x) : is good

A(x) : is ambitious

Q(x) : is teasing

S(x) : is a road

L(x) : leads to Rome11/23/2022 14D Sreenivasarao-DM-UNIT-II-II 
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1: Some people who trust others one rewarded.

.
Solution : “There is one x such that, x is a person, x trusts others and x is rewarded.”

The Symbolic form: ( x) [P(x) T(x) R(x)]

2: If any one is good then john is good.

Solution : “If there is one x such that x is a person and x is good then john is good.”

The Symbolic form: ( x) [P(x) G(x)]G(John)

3: He is ambitious or no one is ambitious.

Solution : He represents a particular person. Let that person be y. so “y is

ambitious or for all x, if x is person then x is not ambitious.”

The Symbolic form: A(y) V (( x) [P(x) ~ A(x)]
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Solution : “There is one x such that, x is a person and x is teasing”

The Symbolic form: ( x) [P(x)  Q(x)]

4: Some one is teasing

5: It is not true that all roads lead to rome.

Solution : The statement can be written as

~( x) [S(x)  L(x)]

Or

( x) [S(x)  ~L(x)]

11/23/2022 16D Sreenivasarao-DM-UNIT-II-II 

CSE - E5 & CS- -2022-23



Translate each of the following statements into symbols,using quantifiers,variables,and

predicate symbols.

1.All birds can fly.

2.Not all birds can fly.

3.All babies are illogical.

4.Some babies are illogical.

5.If x is a man, then x is a giant.

6.Some men are giants.

7.Some men are not giants.

8.All men are giants.

9.No men are giants.

10.There is a student who likes mathematics but not history.

11. x is an odd integer and x is prime.

12. For all integers x, x is odd and x is prime.

13. For each integer x, x is odd and x is prime.
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14. There is an integer x such that x is odd and is prime

15. Not every actor is talented who is famous.

16. Some nos. are rational.

17. Some nos. are not rational.

18. Not all nos. are rational.

19. Not every graph is planar.

20. If some students are lazy, then all students are lazy.

21. x is rational implies that x is real.

22. Not all cars have Carburetors.

23. Some people are either religious or pious.

24. No dogs are intelligent.

25. All babies are illogical.

26. Every no. either is negative or has a square root.

27. Some numbers are not real.

28. Every connected and circuit free graph is a tree.

29. Not every graph is connected.
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Statement formula in Predicate Calculus

P(x1,x2,…..xn) denotes an n-place predicate formula in which the letter P is an

n-place predicate and x1,x2,…..xn are objects or individual variables.

In general P(x1,x2,…..xn) will be called an atomic formula of predicate calculus.

Examples are R, Q(x), A(x,y,z) and A(x,y)

A wff of predicate calculus formula is obtained by using the following rules.

1. An atomic formula is a wff.

2. If A is a formula, then ~A also a wff.

3. If A and B are wffs then A  B , A  B , A B and A B are also wffs.

4. If A is wff x is any variable, then ∀x A(x) and  x A(x) are wff.

5. Only those formulas obtained by using rules(1) to (4) are wffs.
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Free and Bound Variables

Generally predicate formulas contain a part of the form (∀x)P(x) or (x)P(x),

such a part is called an x-bound part of the formula.

Any variable appearing in an x-bound part of a formula is called a bound

variable, otherwise it is called free variable.

The formula P(x) immediately following either (∀x) or (x) is described as the

scope of the quantifier.

Example: (∀x)A(x,y)

Here the scope of (∀x) is A(x,y)

A(x,y) is the scope of the quantifier

x is bounded occurrence.

y is free occurrence.
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Valid Formula and Equivalences

Example 1: Show that (∀x)P(x) →(x )P(x) is a tautologically valid statement.

Sol: (∀x)P(x) is true in particular universe then the universe has atleast one

object t in it and P(t) is a true statement for every t in the universe. In

particular P(t) must be true. Thus (x)P(x) is true. Therefore (∀x)P(x)→(x

)P(x) is a tautologically valid statement

if Why can't we use implication for the existential quantifier?

Example: All Apples are Delicious

Let F be the domain of fruits and

A(x):is an apple D(x):is delicious

∀x∈F(A(x)→D(x)) says "any fruit, if it is an apple, then it is delicious," or

simply, "apples are delicious fruit".
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∀x∈F(A(x)∧D(x)) says "any fruit, is an apple and is delicious", or simply "all

fruit are delicious apples.“

Example: Some Apples are Delicious

∃x∈F(A(x)∧D(x)) says "some fruits, is an apple and is delicious," or simply

"there is a delicious apple".

∃x∈F(A(x)→D(x)) says "there is some fruit, that if it were an apple then it

would be delicious".
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Predicate calculus : theory of inference

The Generalization and Specification rules are

Quantified Propositions:

Fundamental rule US: (Universal Specification)

If a statement of a form x P(x) is assumed to be true, then the universal

quantifier can be dropped to obtain P(t) is true for an arbitrary object t in the

universe. In symbols, he rule is,

(x) P(x)

 P(t) for all t

Fundamental Rule UG: (Universal Generalisation)

If a statement P(t) is true for all t of the universe, then the universal

quantifier may be prefixed to obtain (x) P(x). It is represented as

P(t) for all t

 (x) P(x)
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Fundamental Rule ES: (Existential Specification)

If (x) P(x) is assumed to be true, then there is an element t in the universe

such that P(t) is true. This may be represented as

(x) P(x)

 P(t) for some t

Fundamental Rule EG: (Existential Generalization)

If P(t) is true for some element t in the universe then (x) P(x) is true. This

may be represented as

P(t) for some t

 (x) P(x)
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Example 1: verify the validity of the following argument.

Every living thing is a plant or an animal.

John’s gold fish is alive and it is not a plant.

All animals have hearts.

Therefore John’s gold fish has a heart.

Let the universe consist of all living things.

P(x) : x is Plant.

A(x) : x is an animal

H(x) : x has a Heart.

G: John’s gold fish

Then the inference pattern is

(x) [P(x) V A(x)]

~ P(g)

(x) [A(x) H(x)]

-------------------------

 H(g)11/23/2022 25D Sreenivasarao-DM-UNIT-II-II 
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[1] (1) (x) [P(x) V A(x)] Rule P

[2] (2) ~ P(g) Rule P

[1] (3) P(g) V A(g) Rule US, from (1)

[1,2] (4) A(g) Rule T, from (2) and (3)

[5] (5) (x) [A(x) H(x)] Rule P

[5] (6) A(g) H(g) Rule US

[1,2,5] (7) H(g) Rule T, from (4) and (6)

Thus the conclusion is valid.
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Example 2: verify the validity of the following argument.

Lions are dangerous animals.

There are lions.

There are dangerous animals.

L(x) : x is Lion.

A(x) : x is an animal

Then the inference pattern is

(x) [L(x)A(x)]

(x) L(x)

-------------------------

 (x) A(x)

[1] (1) (x) L(x) Rule P

[1] (2) L(b) Rule ES, FROM (1)

[3] (3) (x) [L(x)A(x)] Rule P

[3] (4) L(b)A(b) Rule EG, from (3)

[1,3] (5) A(b) Rule T from (2) and (4)

Thus the conclusion is valid.
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Example 3: verify the validity of the following argument.

All men are mortal.

Socrates is a man .

socrates is a mortal.

H(x) : x is man.

M(x) : x is a mortal.

S: Socrates

Then the inference pattern is

(x) [H(x)M(x)]  H(s) M(s)

[1] (1) (x) [H(x)M(x)] Rule P

[1] (2) H(s)M(s) Rule US, From (1)

[3] (3) H(s) Rule P

[1,3] (4) M(s) Rule T, from (2) and (3) I11

Thus the inference is valid.
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4: verify the validity of the following argument

All men are fallible.

All kings are men.

All kings are fallible.

Let M(x) : “x is a man”

K(x) : “x is a king”

F(x) : “x is fallible”

The above argument is symbolized as

x, [M(x)F(x)]

x, [K(x)M(x)]

 x, [K(x)F(x)]
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Proof:

[1] (1) x, [K(x)M(x)] Rule P

[1] (2) K(c)M(c) Rule US, from (1)

[3] (3) x, [M(x)F(x)] Rule P

[3] (4) M(c)F(c) Rule US, from (3)

[1,3] (5) K(c)F(c) Rule T, from (2) & (4) and chain rule

[1,3] (6) x, [K(x)F(x)] Rule UG, from (5)

Thus the inference is valid.
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5: Symbolize the following argument and check for its validity

All integers are rational numbers.

Some integers are powers of 3.

Some rational numbers are powers of 3.

6: Show that from

a. (x) (F(x)  S(x)) (y) (M(y)W(y))

b. (y) (M(y)  ~ W(y))

The conclusion (x) (F(x) ~ S(x)) follows.

7: Show that ( x) (P(x) V Q(x)) (x) P(x) V (x) Q(x))

8. Is the following conclusion validity derivable from the premises given?

If (x) (P(x) Q(x)) ; (y) P(y), then (z) Q(z).

9. Using CP or otherwise obtain the following implication.

(x) (P(x) Q(x)), (x) (R(x) ~Q(x)) (x) (R(x) ~P(x))

10. Show that (x) (P(x)  Q(x)) ((x) P(x)  (x) Q(x)) is logically valid statement.

11. Show that ( x) (P(x) Q(x)) (( x)P(x)(x) Q(x)) is logically valid statement.

12. Show that ~( P(x)V Q(x)) ↔ (~ P(x)  ~ Q(x)) is logically valid statement.
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13. Show that P(x) Q(y)) ↔ (~ P(x) V Q(y)) is logically valid statement.

14. Show that P(x)  Q(y)) (~ P(x) Q(y)) is logically valid statement.

15. Show that R(x)  S(x)) R(x) is logically valid statement.

16. Show that (x) (P(x) V Q(x)), (x) ~P(x) (x) Q(x) is logically valid statement.

17. Show that (x) (P(x)Q(x))(x)(Q(x)R(x)) (x)(P(x)R(x)) is logically valid

statement.

18. Show that P ((x) Q(x))( x)(P(x)Q(x)) is logically valid statement.
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2.2.5. Formulas involving more than one quantifier :

Consider the statement P(x,y) : x likes y.

((x) (P(x,y)) : there is an x suchthat, x likes y.

(x)(P(x,y)) : every one liked y.

(y) (x) (P(x,y)) : there is someone whom some one likes.

(y) ( x) (P(x,y)) : there is someone whom every body likes.

(y) (x) (P(x,y)) : Everybody is liked by some one.

(y) (x) (P(x,y)) : Everybody is liked by every one.

(x) (y) (P(x,y)) : someone likes some body.

(x) (y) (P(x,y)) : some one likes every one.

(x) (y) (P(x,y)) : Every one likes some one.

(x) (y) (P(x,y)) : Every one likes everybody.

(y) (x) (P(x,y)) <=>(x) (y) (P(x,y))

(y) (x) (P(x,y)) <=>(x) (y) (P(x,y))
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Example 1: Symbolize “Every one who likes fun will enjoy each of these plays”

Sol: Let L(x) : ‘x likes fun’

P(y) : ‘y is play’

E(x,y): x will enjoy y

the statement can be represented as “for each x, if x likes fun and for each y,

if y is a play, then x enjoys y”. Symbolically (x) (y) [L(x)  P(y)]E(x,y)

2: write the Symbolic form and negate the statement “Everyone who is healthy can do

all kinds of work”.

3: write the Symbolic form and negate the statement “Some people are not admired by

everyone”.

4: write the Symbolic form and negate the statement “Everyone should help his

neighbors, or his neighbors will not help him”.
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Example 5: Verify the validity of the following.

If one person is more successful than another, then he has worked harder to deserve

success.

Naveen has not worked harder than Amul.

Therefore, Naveen is not more successful then Amul.

Sol: Let S(x,y) : ‘x is more successful than y’

W(x,y): ‘x has worked harder than y to deserve the success’

n : ‘Naveen’

a : ‘Amul’

Then the inference pattern is

(x) (y) [S(x,y)W(x,y)]

~W(n,a)

-------------------------------------

~S(n,a)
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[1] (1) ~W(n,a) Rule P

[2] (2) (x) (y) [S(x,y)W(x,y)] Rule P

[2] (3) (y) [S(n,y)W(n,y)] Rule US, from (2)

[2] (4) S(n,a)W(n,a) Rule US, from (3)

[1,2] (5) ~S(n,a) Rule T, from (1) & (4)

Thus the inference is valid.

6: Show that (x) (y) [P(x,y)] ( x) (y) P(x,y) logically valid statement.

7: Show that (x) ( y) [P(x,y)] ( x) ( y) P(x,y) logically valid statement.

8: Show that (x) [H(x)A(x)] (x)[(y)(H(y)N(x,y))(y)(A(y)N(x,y))] logically

valid statement.

9: Show that ~P(a,b) follows logically from (x)(y)[P(x,y)W(x,y)) and ~W(a,b)
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2.1.Predicates

2.2.Quantifiers

2.3.Free and Bound Variables

2.4. Inference theory or Rules of Inference

Discrete Mathematics (DM)- ()Unit 

2 : F irst order logic

1Dr E Taraka Ramudu -DM-
UNIT-I-2022-23

11/23/2022

Standard Version of WPS Office Suite with PDF Editor - https://www.wps.com



2.1. Predicate Calculus

The propositional logic is not powerful enough to represent all types of statements that

are used in Computer Science and Mathematics, or to express certain types of

relationship between propositions such as equivalence.

For example, the statement “X is greater than 1", where X is a variable, is not a

proposition because you can not tell whether it is true or false unless you know the value

of X.

Thus the propositional logic can not deal with such sentences. However, such statements

appear quite often in Mathematics and we want to do inferenceing on those statements.

Not all birds fly" is equivalent to "Some birds don't fly".

"Not all integers are even" is equivalent to "Some integers are not even".

"Not all cars are expensive" is equivalent to "Some cars are not expensive“.

Each of those propositions is treated independently of the others in propositional logic.
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Example: if P represents "Not all birds fly" and

Q represents "Some integers are not even",

then there is no mechanism in propositional logic to find out that P

is equivalent to Q.

Thus we need more powerful logic to deal with these and other problems. The

predicate logic is one of such logic and it addresses these issues among others.

2.1. Predicates:

A predicate is a verb phrase template that describes a property of objects, or a

relationship among objects represented by the variables.

The logic based upon the analysis of predicates in any statement is called Predicate

logic.

Symbolize a predicate by a capital letter and names of individuals or objects in general

by small letters.
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Example 1: The statement ‘x is a student’ has two parts.

Part 1: The variable x is the subject of the statement.

Part 2: The predicate ‘ is a student’ refers to a property that the subject of the

statement can have.

We can denote the statement ‘ x is a student’ by S(x) where S denotes the

predicate and x is a variable.

In general any statement of the type ‘p is Q’ where Q is the predicate and p is

the subject can be denoted by Q(p)

Example 2: Amulya is a Student and This painting is Blue.

S(a)  B(p).

A predicate requiring m(m>0) names or objects is called an m-place predicate.

Example 3: Amulya is a Student

‘is a student’ is a 1-place predicate because it is related to one object(Amulya).
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Example 4: Naveen is taller than Amul.

The predicate ‘is taller than’ is a 2-place predicate.

The representation is T(n,a)

When m=0 , then we shall call a statement 0-place predicate because no names

are associated with a statement.

A Simple statement function of one variable is defined to be an expression

consisting of a predicate symbol and an individual variable.

We can form ‘Compound statement functions by combining one or more

simple statement functions and the logical connectives.

M(x)VN(x), M(x)N(x), M(x)N(x), ~M(x) and M(x)↔N(x).
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Some restrictions can be introduced by limiting the class of objects under

considerations. These limitation means that the variable which are mentioned

stand for only those objects which are members of particular set or class. Such

a restricted class is called the universe of discourse or the domain of

individuals or simply the universe.

Example 5: consider the statement

“Given any positive integer, there is greater positive integer”

in this case the universe of discourse is the set of positive integers.
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2.2. Quantifiers

The statements involve words that indicate quantity such as ‘all’, ‘some’,

‘none’, or ‘one’. These words indicates quantity and they are called

Quantifiers.

Sentence Abbreviated Meaning

Some men are tall. There is atleast one tall man.

All birds have wings.

No air balloon is perfectly round. All air balloons fail to be perfectly round.

There is a real number less than 11. Atleast one real number is less than 11.

There are two types of quantifiers.

1. Universal

2. Existential
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Universal quantifier: The quantifier “all” is called as the Universal quantifier, Denoted

as x.

The symbol x Represents each of the following phrases have same meaning.

For all x

For every x

For each x

Every thing x is such that

Each thing x is such that

Existential quantifier: The quantifier “some” is the Existential quantifier. Denoted as x.

The symbol  x Represents each of the following phrases have same meaning

 For some x

Some x is such that

There exists an x such that

There is an x such that

There is at least one x such that
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Example 1: Some thing is Good

Solution : “There is atleast one x such that x is good”

The Symbolic form: ( x) G(x)

Example 2: Every thing is Good

Solution : “For all x, x is good”

The Symbolic form: ( x) G(x)

Example 3: Nothing is Good

Solution : “For all x, x is not good”

The Symbolic form: ( x) ~G(x)

Example 4: Something is not Good

Solution : “There is atleast one x such that x is good”

The Symbolic form: ( x) ~G(x)

11/23/2022 9Dr E Taraka Ramudu -DM-
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Equivalent Formulas:

“All true” means the same as “None false”.

“All false” means the same as “None true”.

“Not all true” means the same as “Atleast one false”.

“Not all false” means the same as “Atleast one true”.

 (x) F(x)  ~(x) ~F(x)

 (x) ~F(x)  ~(x) F(x)

~[x, F(x)]  (x)~F(x)

~[(x)~F(x)]  (x) F(x)
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The symbol !x is read there is a unique x such that ... or There is one and only

one x such that ...

Ex: There is one and only one even prime.

!x, [x is an even prime]

!x, P(x) where P(x)x is an even prime integer.

To form the negation of a statement involving one quantifier, change the

quantifier form universal to existential, or from existential to universal, and

negate the statement, which it quantifies.

Statement Its Negation

x P(x) [x ~P(x)] 

x P(x) [x {~P(x)}]
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Example 1: All monkeys have tails

Solution : “For all x, if x is a monkey, then x has tail”

The Symbolic form: ( x) [M(x)T(x)]

Example 2: No monkey has a tail.

Solution : “For all x, if x is a monkey, then x has no tail”

The Symbolic form: ( x) [M(x)~T(x)]

Example 3: Some monkeys have tails

Solution : “There is an x such that, x is a monkey and x has tail”

The Symbolic form: ( x) [M(x)  T(x)]

Example 4: Some monkeys have no tails

Solution : “There is an x such that, x is a monkey and x has no tail”

Th1e1S/2y3/m20b22olic form: ( x) [MD(  ~ T(x)] 12-DM-UNITII 
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Example 1: All men are good.

Solution : “For all x, if x is a man, then x is Good.”

The Symbolic form: ( x) [M(x)G(x)]

Example 2: No men are good.

Solution : “For all x, if x is a man, then x is not Good”

The Symbolic form: ( x) [M(x)~G(x)]

Example 3: Some men are good.

Solution : “There is an x such that, x is a man and x is Good.”

The Symbolic form: ( x) [M(x)  G(x)]

Example 4: Some men are not good.

Solution : “There is an x such that, x is a man and x is not tail”

Th1e1S/2y3/m20b22olic form: ( x) [MDDr E Taraka Ramudu -DM-UNIT-I-2022-23 ~ G(x)] 13-DM-UNIT
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Write the following sentences is the closed form or Symbolic form.

1. Some people who trust others one rewarded.

2. If any one is good then john is good.

3. He is ambitious or no one is ambitious.

4. Some one is teasing

5. It is not true that all roads lead to rome.

Solution : Let

P(x) : x is a Person

T(x) : Trust others

R(x) : is rewarded

G(x) : is good

A(x) : is ambitious

Q(x) : is teasing

S(x) : is a road

L(x) : leads to Rome11/23/2022 14Dr E Taraka Ramudu -DM-UNIT-I-2022-23
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1: Some people who trust others one rewarded.

.
Solution : “There is one x such that, x is a person, x trusts others and x is rewarded.”

The Symbolic form: ( x) [P(x) T(x) R(x)]

2: If any one is good then john is good.

Solution : “If there is one x such that x is a person and x is good then john is good.”

The Symbolic form: ( x) [P(x) G(x)]G(John)

3: He is ambitious or no one is ambitious.

Solution : He represents a particular person. Let that person be y. so “y is

ambitious or for all x, if x is person then x is not ambitious.”

The Symbolic form: A(y) V (( x) [P(x) ~ A(x)]
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Solution : “There is one x such that, x is a person and x is teasing”

The Symbolic form: ( x) [P(x)  Q(x)]

4: Some one is teasing

5: It is not true that all roads lead to rome.

Solution : The statement can be written as

~( x) [S(x)  L(x)]

Or

( x) [S(x)  ~L(x)]
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Translate each of the following statements into symbols,using quantifiers,variables,and

predicate symbols.

1.All birds can fly.

2.Not all birds can fly.

3.All babies are illogical.

4.Some babies are illogical.

5.If x is a man, then x is a giant.

6.Some men are giants.

7.Some men are not giants.

8.All men are giants.

9.No men are giants.

10.There is a student who likes mathematics but not history.

11. x is an odd integer and x is prime.

12. For all integers x, x is odd and x is prime.

13.
11/23/2022
For each integer x, x is x is prime.
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14. There is an integer x such that x is odd and is prime

15. Not every actor is talented who is famous.

16. Some nos. are rational.

17. Some nos. are not rational.

18. Not all nos. are rational.

19. Not every graph is planar.

20. If some students are lazy, then all students are lazy.

21. x is rational implies that x is real.

22. Not all cars have Carburetors.

23. Some people are either religious or pious.

24. No dogs are intelligent.

25. All babies are illogical.

26. Every no. either is negative or has a square root.

27. Some numbers are not real.

28. Every connected and circuit free graph is a tree.

29. Not every graph is connected.
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Statement formula in Predicate Calculus

P(x1,x2,…..xn) denotes an n-place predicate formula in which the letter P is an

n-place predicate and x1,x2,…..xn are objects or individual variables.

In general P(x1,x2,…..xn) will be called an atomic formula of predicate calculus.

Examples are R, Q(x), A(x,y,z) and A(x,y)

A wff of predicate calculus formula is obtained by using the following rules.

1. An atomic formula is a wff.

2. If A is a formula, then ~A also a wff.

3. If A and B are wffs then A  B , A  B , A B and A B are also wffs.

4. If A is wff x is any variable, then ∀x A(x) and  x A(x) are wff.

5. Only those formulas obtained by using rules(1) to (4) are wffs.
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Free and Bound Variables

Generally predicate formulas contain a part of the form (∀x)P(x) or (x)P(x),

such a part is called an x-bound part of the formula.

Any variable appearing in an x-bound part of a formula is called a bound

variable, otherwise it is called free variable.

The formula P(x) immediately following either (∀x) or (x) is described as the

scope of the quantifier.

Example: (∀x)A(x,y)

Here the scope of (∀x) is A(x,y)

A(x,y) is the scope of the quantifier

x is bounded occurrence.

y is free occurrence.
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Valid Formula and Equivalences

Example 1: Show that (∀x)P(x) →(x )P(x) is a tautologically valid statement.

Sol: (∀x)P(x) is true in particular universe then the universe has atleast one

object t in it and P(t) is a true statement for every t in the universe. In

particular P(t) must be true. Thus (x)P(x) is true. Therefore (∀x)P(x)→(x

)P(x) is a tautologically valid statement

if Why can't we use implication for the existential quantifier?

Example: All Apples are Delicious

Let F be the domain of fruits and

A(x):is an apple D(x):is delicious

∀x∈F(A(x)→D(x)) says "any fruit, if it is an apple, then it is delicious," or

simply, "apples are delicious fruit".

11/23/2022 21Dr E Taraka Ramudu -DM-
UNIT-I-2022-23

Standard Version of WPS Office Suite with PDF Editor - https://www.wps.com



∀x∈F(A(x)∧D(x)) says "any fruit, is an apple and is delicious", or simply "all

fruit are delicious apples.“

Example: Some Apples are Delicious

∃x∈F(A(x)∧D(x)) says "some fruits, is an apple and is delicious," or simply

"there is a delicious apple".

∃x∈F(A(x)→D(x)) says "there is some fruit, that if it were an apple then it

would be delicious".

11/23/2022 22D Sreenivasarao-DM-UNIT-II-II 

CSE - E5 & CS- -2022-23

Standard Version of WPS Office Suite with PDF Editor - https://www.wps.com



Predicate calculus : theory of inference

The Generalization and Specification rules are

Quantified Propositions:

Fundamental rule US: (Universal Specification)

If a statement of a form x P(x) is assumed to be true, then the universal

quantifier can be dropped to obtain P(t) is true for an arbitrary object t in the

universe. In symbols, he rule is,

(x) P(x)

 P(t) for all t

Fundamental Rule UG: (Universal Generalisation)

If a statement P(t) is true for all t of the universe, then the universal

quantifier may be prefixed to obtain (x) P(x). It is represented as

P(t) for all t

 (x) P(x)
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Fundamental Rule ES: (Existential Specification)

If (x) P(x) is assumed to be true, then there is an element t in the universe

such that P(t) is true. This may be represented as

(x) P(x)

 P(t) for some t

Fundamental Rule EG: (Existential Generalization)

If P(t) is true for some element t in the universe then (x) P(x) is true. This

may be represented as

P(t) for some t

 (x) P(x)

11/23/2022 24D Sreenivasarao-DM-UNIT-II-II 

CSE - E5 & CS- -2022-23

Standard Version of WPS Office Suite with PDF Editor - https://www.wps.com



Example 1: verify the validity of the following argument.

Every living thing is a plant or an animal.

John’s gold fish is alive and it is not a plant.

All animals have hearts.

Therefore John’s gold fish has a heart.

Let the universe consist of all living things.

P(x) : x is Plant.

A(x) : x is an animal

H(x) : x has a Heart.

G: John’s gold fish

Then the inference pattern is

(x) [P(x) V A(x)]

~ P(g)

(x) [A(x) H(x)]

-------------------------

 H(g)11/23/2022 25D Sreenivasarao-DM-UNIT-II-II 
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[1] (1) (x) [P(x) V A(x)] Rule P

[2] (2) ~ P(g) Rule P

[1] (3) P(g) V A(g) Rule US, from (1)

[1,2] (4) A(g) Rule T, from (2) and (3)

[5] (5) (x) [A(x) H(x)] Rule P

[5] (6) A(g) H(g) Rule US

[1,2,5] (7) H(g) Rule T, from (4) and (6)

Thus the conclusion is valid.
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Example 2: verify the validity of the following argument.

Lions are dangerous animals.

There are lions.

There are dangerous animals.

L(x) : x is Lion.

A(x) : x is an animal

Then the inference pattern is

(x) [L(x)A(x)]

(x) L(x)

-------------------------

 (x) A(x)

[1] (1) (x) L(x) Rule P

[1] (2) L(b) Rule ES, FROM (1)

[3] (3) (x) [L(x)A(x)] Rule P

[3] (4) L(b)A(b) Rule EG, from (3)

[1,3] (5) A(b) Rule T from (2) and (4)

Thus the conclusion is valid.
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Example 3: verify the validity of the following argument.

All men are mortal.

Socrates is a man .

socrates is a mortal.

H(x) : x is man.

M(x) : x is a mortal.

S: Socrates

Then the inference pattern is

(x) [H(x)M(x)]  H(s) M(s)

[1] (1) (x) [H(x)M(x)] Rule P

[1] (2) H(s)M(s) Rule US, From (1)

[3] (3) H(s) Rule P

[1,3] (4) M(s) Rule T, from (2) and (3) I11

Thus the inference is valid.
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4: verify the validity of the following argument

All men are fallible.

All kings are men.

All kings are fallible.

Let M(x) : “x is a man”

K(x) : “x is a king”

F(x) : “x is fallible”

The above argument is symbolized as

x, [M(x)F(x)]

x, [K(x)M(x)]

 x, [K(x)F(x)]
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Proof:

[1] (1) x, [K(x)M(x)] Rule P

[1] (2) K(c)M(c) Rule US, from (1)

[3] (3) x, [M(x)F(x)] Rule P

[3] (4) M(c)F(c) Rule US, from (3)

[1,3] (5) K(c)F(c) Rule T, from (2) & (4) and chain rule

[1,3] (6) x, [K(x)F(x)] Rule UG, from (5)

Thus the inference is valid.
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5: Symbolize the following argument and check for its validity

All integers are rational numbers.

Some integers are powers of 3.

Some rational numbers are powers of 3.

6: Show that from

a. (x) (F(x)  S(x)) (y) (M(y)W(y))

b. (y) (M(y)  ~ W(y))

The conclusion (x) (F(x) ~ S(x)) follows.

7: Show that ( x) (P(x) V Q(x)) (x) P(x) V (x) Q(x))

8. Is the following conclusion validity derivable from the premises given?

If (x) (P(x) Q(x)) ; (y) P(y), then (z) Q(z).

9. Using CP or otherwise obtain the following implication.

(x) (P(x) Q(x)), (x) (R(x) ~Q(x)) (x) (R(x) ~P(x))

10. Show that (x) (P(x)  Q(x)) ((x) P(x)  (x) Q(x)) is logically valid statement.

11. Show that ( x) (P(x) Q(x)) (( x)P(x)(x) Q(x)) is logically valid statement.

12. Show that ~( P(x)V Q(x)) ↔ (~ P(x)  ~ Q(x)) is logically valid statement.
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13. Show that P(x) Q(y)) ↔ (~ P(x) V Q(y)) is logically valid statement.

14. Show that P(x)  Q(y)) (~ P(x) Q(y)) is logically valid statement.

15. Show that R(x)  S(x)) R(x) is logically valid statement.

16. Show that (x) (P(x) V Q(x)), (x) ~P(x) (x) Q(x) is logically valid statement.

17. Show that (x) (P(x)Q(x))(x)(Q(x)R(x)) (x)(P(x)R(x)) is logically valid

statement.

18. Show that P ((x) Q(x))( x)(P(x)Q(x)) is logically valid statement.
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2.2.5. Formulas involving more than one quantifier :

Consider the statement P(x,y) : x likes y.

((x) (P(x,y)) : there is an x suchthat, x likes y.

(x)(P(x,y)) : every one liked y.

(y) (x) (P(x,y)) : there is someone whom some one likes.

(y) ( x) (P(x,y)) : there is someone whom every body likes.

(y) (x) (P(x,y)) : Everybody is liked by some one.

(y) (x) (P(x,y)) : Everybody is liked by every one.

(x) (y) (P(x,y)) : someone likes some body.

(x) (y) (P(x,y)) : some one likes every one.

(x) (y) (P(x,y)) : Every one likes some one.

(x) (y) (P(x,y)) : Every one likes everybody.

(y) (x) (P(x,y)) <=>(x) (y) (P(x,y))

(y) (x) (P(x,y)) <=>(x) (y) (P(x,y))
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Example 1: Symbolize “Every one who likes fun will enjoy each of these plays”

Sol: Let L(x) : ‘x likes fun’

P(y) : ‘y is play’

E(x,y): x will enjoy y

the statement can be represented as “for each x, if x likes fun and for each y,

if y is a play, then x enjoys y”. Symbolically (x) (y) [L(x)  P(y)]E(x,y)

2: write the Symbolic form and negate the statement “Everyone who is healthy can do

all kinds of work”.

3: write the Symbolic form and negate the statement “Some people are not admired by

everyone”.

4: write the Symbolic form and negate the statement “Everyone should help his

neighbors, or his neighbors will not help him”.
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Example 5: Verify the validity of the following.

If one person is more successful than another, then he has worked harder to deserve

success.

Naveen has not worked harder than Amul.

Therefore, Naveen is not more successful then Amul.

Sol: Let S(x,y) : ‘x is more successful than y’

W(x,y): ‘x has worked harder than y to deserve the success’

n : ‘Naveen’

a : ‘Amul’

Then the inference pattern is

(x) (y) [S(x,y)W(x,y)]

~W(n,a)

-------------------------------------

~S(n,a)
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[1] (1) ~W(n,a) Rule P

[2] (2) (x) (y) [S(x,y)W(x,y)] Rule P

[2] (3) (y) [S(n,y)W(n,y)] Rule US, from (2)

[2] (4) S(n,a)W(n,a) Rule US, from (3)

[1,2] (5) ~S(n,a) Rule T, from (1) & (4)

Thus the inference is valid.

6: Show that (x) (y) [P(x,y)] ( x) (y) P(x,y) logically valid statement.

7: Show that (x) ( y) [P(x,y)] ( x) ( y) P(x,y) logically valid statement.

8: Show that (x) [H(x)A(x)] (x)[(y)(H(y)N(x,y))(y)(A(y)N(x,y))] logically

valid statement.

9: Show that ~P(a,b) follows logically from (x)(y)[P(x,y)W(x,y)) and ~W(a,b)
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A familiar is two dimensional coordinate (x,y)

Let A and B are two sets. The Cartesian product of A and B is defined as

AXB = {(a, b) / a ∈ A and b ∈ B}

In generally, the Cartesian product of n sets A1,A2,…..An is defined as

A1XA2XA3…..XAn = {(a1,a2,….an) / ai∈Ai i= 1 to n}

The expression (a1,a2,….an) is called “an ordered n-tuple”.

Example: Let A = {0,1,2} and B = {a,b} are two sets. Find A  B and B  A.

A  B = {(0,a), (0,b), (1,a), (1,b), (2,a), (2,b)}

B  A = {(a,0), (b,0), (a,1), (b,1), (a,2), (b,2)}

It is to be noted that A  B ≠ B  A if the sets A and b are different.

If A has m elements and B has n elements then A  B and B  A will have m  n

elements.
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Relation or Binary Relation:

Binary relations represent relationships between the elements of two sets.

Let A and B be two sets. A binary relation from A to B is subset of A  B. A binary

relation R from set A to set B is defined by: R  A  B

If (a,b)  R, we write aRb (a is related to b by R)

If (a,b)  R, we write aRb (a is not related to b by R)

A relation is represented by a set of ordered pairs

If A = {a, b} and B = {1, 2, 3}, then a relation R1 from A to B might be, for example, R1

= {(a, 2), (a, 3), (b, 2)}.

The first element in each ordered pair comes from set A, and the second element in

each ordered pair comes from set B

Then R = {(0,a), (0,b), (1,a), (2,b)} is a relation from A to B.

Can we write 0Ra ?

Can we write 2Rb ?

Can we write 1Rb ?11/23/2022 3
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Functions as Relations

A function is a relation that has the restriction that each element of A can be

related to exactly one element of B.

Relations on a Set

Relations can also be from a set to itself.

A relation on the set A is a relation from set A to set A, i.e., R  A  A

Let A = {1, 2, 3, 4} Which ordered pairs are in the relation R={(a,b) | a divides

b}?

R = {(1,1), (1,2), (1,3), (1,4), (2,2), (2,4), (3,3), (4,4)}
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Which of these relations (on the set of integers) contain each of the pairs (1,1), (1,2),

(2,1), (1,-1), and (2,2)?

R1 = {(a,b) | a  b}

R2 = {(a,b) | a > b}

R3 = {(a,b) | a = b, a = b}

R4 = {(a,b) | a = b}

R5 = {(a,b) | a = b + 1}

R6 = {(a,b) | a + b  3}

The pair (1,1) is in R1, R3, R4 and R6

The pair (1,2) is in R1 and R6

The pair (2,1) is in R2 , R5 and R6

The pair (1,-1) is in R2 , R3 and R6

The pair (2,2) is in R1 , R3 and R4

How many relations are there on a set with n elements? 2n2

If A has n elements, how many elements are there in A  A? n2
11/23/2022 5
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How many relations are there on set S = {a, b, c}?

There are 3 elements in set S, so S  S has 32 = 9 elements.

Therefore, there are 29 = 512 different relations on the set S = {a, b, c}.
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3.1.1. Properties of Relations

Let R be a relation on set A is said to be

(i) Reflexive: if xRx or (x,x)  R for every x  A.

Determine the properties of the following relations on {1, 2, 3, 4} Which of these

is reflexive?

R1 = {(1,1), (1,2), (2,1), (2,2), (3,4), (4,1), (4,4)}

R2 = {(1,1), (1,2), (2,1)}

R3 = {(1,1), (1,2), (1,4), (2,1), (2,2), (3,3), (4,1), (4,4)}

R4 = {(2,1), (3,1), (3,2), (4,1), (4,2), (4,3)}

R5 = {(1,1), (1,2), (1,3), (1,4), (2,2), (2,3), (2,4), (3,3), (3,4), (4,4)}

R6 = {(3,4)}

The relations R3 and R5 are reflexive because they contain all pairs of the form

(a,a); the other don’t [they are all missing (3,3)].
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(ii) Irreflexive: A relation R on a set A is called irreflexive if and

only if <x, x>∉R for every element a of A.

if x x or (x,x) ∉ R for every x  A.

Determine the properties of the following relations on {1, 2, 3, 4}.

Which of these are Irreflexive?

R1 = {(1,1), (1,2), (2,1), (2,2), (3,4), (4,1), (4,4)}

R2 = {(1,1), (1,2), (2,1)}

R3 = {(1,1), (1,2), (1,4), (2,1), (2,2), (3,3), (4,1), (4,4)}

R4 = {(2,1), (3,1), (3,2), (4,1), (4,2), (4,3)}

R5 = {(1,1), (1,2), (1,3), (1,4), (2,2), (2,3), (2,4), (3,3), (3,4), (4,4)}

R6 = {(3,4)}

The relations R4 and R6 are irreflexive. The other don’t [they are all has (1,1)].
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(iii) Symmetric: if xRy  yRx for all x,y  A

A relation is symmetric iff “x is related to y” implies that “y is related to x”.

Which of these are symmetric?

R1 = {(1,1), (1,2), (2,1), (2,2), (3,4), (4,1), (4,4)}

R2 = {(1,1), (1,2), (2,1)}

R3 = {(1,1), (1,2), (1,4), (2,1), (2,2), (3,3), (4,1), (4,4)}

R4 = {(2,1), (3,1), (3,2), (4,1), (4,2), (4,3)}

R5 = {(1,1), (1,2), (1,3), (1,4), (2,2), (2,3), (2,4), (3,3), (3,4), (4,4)}

R6 = {(3,4)}

The relations R2 and R3 are symmetric because in each case (y,x) belongs to

the relation whenever (x,y) does.

The other relations are not symmetric.
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(iv) Antisymmetric:

A relation R on a set A is called antisymmetric if and only if for any a,

and b in A, whenever <a, b>R, and <b, a>R, a=b must hold.

Equivalently, R is antisymmetric if and only if whenever <a, b>R , and a≠

b , <b, a>∉R . Thus in an antisymmetric relation no pair of elements are

related to each other.

if whenever xRy and yRx, then x=y.

or

If x ≠ y and xRy y x or (y,x) ∉ R, for all x,y A.

Note: Symmetric and antisymmetric are NOT exactly opposites.
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Which of these is antisymmetric?

R1 = {(1,1), (1,2), (2,1), (2,2), (3,4), (4,1), (4,4)}

R2 = {(1,1), (1,2), (2,1)}

R3 = {(1,1), (1,2), (1,4), (2,1), (2,2), (3,3), (4,1), (4,4)}

R4 = {(2,1), (3,1), (3,2), (4,1), (4,2), (4,3)}

R5 = {(1,1), (1,2), (1,3), (1,4), (2,2), (2,3), (2,4), (3,3), (3,4), (4,4)}

R6 = {(3,4)}

The relations R4, R5 and R6 are antisymmetric because there is no pair of

elements a and b with a  b such that both (a,b) and (b,a) belong to the

relation. The other relations are not antisymmetric.
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(v). Assymetric: if xRy  y x or (y,x) ∉ R.

A relation R is symmetric iff, if x is related by R to y, then y is related by R to x.

For example, being a cousin of is a symmetric relation:

if John is a cousin of Bill, then it is a logical consequence that Bill is a cousin of

John.

A relation R is asymmetric iff, if x is related by R to y, then y is not related by R

to x.

For example, being the father of is an asymmetric relation:

if John is the father of Bill, then it is a logical consequence that Bill is not the

father of John.

A relation R is non-symmetric iff it is neither symmetric nor asymmetric.

For example, loves is a non-symmetric relation:

if John loves Mary, then there is no logical consequence concerning Mary loving

John.11/23/2022 12
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Which of these is Assymetric?

R1 = {(1,1), (1,2), (2,1), (2,2), (3,4), (4,1), (4,4)}

R2 = {(1,1), (1,2), (2,1)}

R3 = {(1,1), (1,2), (1,4), (2,1), (2,2), (3,3), (4,1), (4,4)}

R4 = {(2,1), (3,1), (3,2), (4,1), (4,2) , (4,3)}

R5 = {(1,1), (1,2), (1,3), (1,4), (2,2), (2,3), (2,4), (3,3), (3,4), (4,4)}

R6 = {(3,4)}

The relations R4, R5 and R6 are Assymetric.

The other relations aren’t Assymetric.
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(vi). Transitive: if xRy and yRz  xRz for all x, y, z  A.

Which of these is transitive?

R1 = {(1,1), (1,2), (2,1), (2,2), (3,4), (4,1), (4,4)}

R2 = {(1,1), (1,2), (2,1)}

R3 = {(1,1), (1,2), (1,4), (2,1), (2,2), (3,3), (4,1), (4,4)}

R4 = { (2,1), (3,1), (3,2), (4,1), (4,2) , (4,3)}

R5 = {(1,1), (1,2), (1,3), (1,4), (2,2), (2,3), (2,4), (3,3), (3,4), (4,4)}

R6 = {(3,4)}

The relations R4, R5 are transitive because if (x,y) and (y,z) belong to the

relation, then (x,z) does also.

The other relations aren’t transitive.
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If A = {1,2,3,4} then the following relations holds which properties?

R1 = {(1,2), (2,4)}

R2 = {(1,1), (2,2),(3,3),(4,4),(1,3), (3,2)}

R3 = {(1,1), (1,3), (3,1), (3,4), (4,3)}

R4 = { (1,1), (1,3)}

R5 = {(1,1), (2,2), (3,3), (4,4), (1,3), (3,1), (3,4), (4,3)}

R6 = {(1,1),(2,2),(2,3),(3,2),(3,3)}

R7 = {(1,1),(2,2),(3,3),(4,4),(1,3)}

R1 not reflexive, not symmetric not transitive

R2 reflexive, but neither symmetric nor transitive

R3 Symmetric but neither reflexive nor transitive

R4 transitive neither reflexive nor symmetric

R5 reflexive symmetric bot not transitive

R6 symmetric, transitive but not reflexive

R7 reflexive, transitive but not symmetric11/23/2022 15
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Representing Relations

There are two methods

Relation Matrix:

If A = {a1, a2, … , am} and B = {b1, b2, … , bn} are finite set containing m and n

elements respectively and R is a relation from A to B, then we can

represent relation R by an m X n matrix, called Relation Matrix, denoted

by

MR = { Mij } where

Mij = 1 if (ai, bj) R

= 0 if (ai, bj) ∉ R

The zero-one matrix representing the relation R has a 1 as its (i, j) entry when

ai is related to bj and a 0 in this position if ai is not related to bj.
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Example: Let A={a1, a2, a3} and B = {b1, b2, b3, b4} The relation R from A to B

is given by R={(a1, b1), (a1, b4), (a2, b2), (a2, b3), (a3, b1), (a3, b3)} Find the

relation matrix for R.

Example: Let A={a1, a2, a3} and B = {b1, b2, b3, b4, b5} The relation R from A to

B is given by R={(a1, b1), (a1, b2), (a2, b1), (a2, b3), (a2, b4), (a3, b1), (a3, b3), (a3,

b5)} Find the relation matrix for R.
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











 0   1

0   1
1   0

Note that A is represented by the rows and B by the columns 

in the matrix.

Cellij in the matrix contains a 1 iff ai is related to bj.

Example: Let A={a, b, c} and B = {d,e} The relation R from A to B is given by

R={(a, d), (b, e), (c, d)} Find the relation matrix for R.

Relation Matrices and Properties

Let R be a binary relation on a set A and let M be the zero-one matrix for R.

R is reflexive if all t he elements on the main diagonal of MR is 1(Mii = 1 for all i)

R is symmetric iff if Mj i= 1 whenever Mi j = 1 for all i  j M is a symmetric matrix, i.e., M = MT

R is antisymmetric if Mi j= 1 with i  j then Mji = 0

Suppose that the relation R on a set is represented by the matrix MR.

Is R reflexive, symmetric, and / or antisymmetric?

















=

110

111

011

R
M
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



















=

110

111

011

RM

Is R reflexive? 

Is R symmetric? 

Is R antisymmetric?

Example

•All the diagonal elements = 1, so R is reflexive.

•The lower left triangle of the matrix = the upper right triangle, so R is

symmetric.

•To be antisymmetric, it must be the case that no more than one element in a

symmetric position on either side of the diagonal = 1. But M23 = M32 = 1. So

R is not antisymmetric.
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Using Digraphs

A relation can be represented pictorially by drawing digraph as follows.

1. A small circle is drawn for each element of A and marked with the

corresponding element. These circles are called vertices.

2. An arrow is drawn from the vertex ai to the vertex aj iff ai R aj. This is

called an edge (directed)

An element of the form (a,a) is a relation corresponds to a directed edge from

a to a. such edge is called a loop. This pictorial representation of R is

called a directed graph or digraph of R.

A directed graph (or digraph) consists of a set V of vertices (or nodes) together

with a set E of ordered pairs of elements of V called edges (or arcs).

The vertex a is called the initial vertex of the edge (a, b).

The vertex b is called the terminal vertex of the edge (a, b).
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Let R be a relation on set A={a, b, c} and R={(a, b), (a, c), (b, b), (c, a), (c, b)}.

Draw the digraph that represents R

a b

c
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Let R be a relation on set V = {a, b, c} and R={(a, b), (a, d), (b, b),(b, d), (c, a),

(c, b), (d, b)}.Draw the digraph that represents R

Note that edge (b, b) is represented using an arc

from vertex b back to itself. This kind of an edge

is called a loop.

What are the ordered pairs in the relation R represented by the directed graph

to the below?

This digraph represents the relation

R = {(1,1), (1,3), (2,1), (2,3), (2,4), (3,1), (3,2), (4,1)}

on the set {1, 2, 3, 4}.
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R = {(1,3), (1,4), (2,1), (2,2), (2,3), (3,1), (3,3), (4,1), 

(4,3)}

What are the ordered pairs in the relation R represented by the directed graph

to the below?

According to the digraph representing R:

• is (4,3) an ordered pair in R? 

• is (3,4) an ordered pair in R?

• is (3,3) an ordered pair in R?

(4,3) is an ordered pair in R

(3,4) is not an ordered pair in R – no arrowhead

pointing from 3 to 4

(3,3) is an ordered pair in R – loop back to itself11/23/2022 23
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Relation Digraphs and Properties

A relation digraph can be used to determine whether the relation has various

properties

A relation is Reflexive iff there is a loop at every vertex in directed graph. So

that every order pair of the form (x, x) occurs in the relation.

A relation is Symmetric iff for every edge between two distinct vertices in its

digraph there is an edge in the opposite direction. So that (y, x) in the relation

whenever (x, y) in the relation.

A relation is Antisymmetric iff there are never two edges in opposite direction

between two distinct vertices.

A relation is Transitive iff whenever there is an edge from a vertex x to vertex

y and an edge from vertex y to vertex z, there is an edge from x to z.
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According to the digraph representing R:

• is R Reflexive? 

• is R Symmetric?

• is R Antisymmetric?

• is R Transitive?

•R is Reflexive – there is a loop at every vertex

• R is not Symmetric – there is an edge from a to b but not

from b to a

• R is not Antisymmetric – there are edges in both

directions connecting b and c

• R is not Transitive – there is an edge from a to b and an

edge from b to c, but not from a to c
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According to the digraph representing S:

• is S Reflexive? 

• is S Symmetric?

• is S Antisymmetric?

• is S Transitive?

•S is not Reflexive – there aren’t loops at every vertex

• S is Symmetric – for every edge from one distinct vertex

to another, there is a matching edge in the opposite

direction

• S is not Antisymmetric – there are edges in both

directions connecting a and b

• S is not transitive – there is an edge from c to a and an

edge from a to b, but not from c to b
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Partitions (partition of a set A divides A into non-overlapping subsets)

Let A be a non empty set and A1,A2,A3,…..,An are the sub sets of A. A set denoted

by π is called a Partition Set of A if

i). If Ai ∩Aj = ϕ. i ≠ j

ii). U Ai = A. i = 1 to n.

Example 1: Let A = {a, b, c, d, e, f, g, h, i, j}

Let the subsets are

A1 = { a, b, c, d, e}

A2 = { f, g, h}

A3 = { i, j}

A4 = { a, b, c, d}

A5 = { c}

Now π1 = {A1,A2,A3} is a partition because

A1 ∩A2 = ϕ A1 ∩A3 = ϕ A2 ∩A3 = ϕ also A1 ∪A2 ∪A3 = A.
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But π2 = {A1,A4,A5} is not a partition because A1∩A4≠ϕ.

π3 = {A2,A4,A5} is not a partition because A4∩A5≠ϕ and A2∪A4∪A5 ≠A.

Example 2: S = {a, b, c, d, e, f } and S1 = {a, d, e}, S2 = {b}, S3 = {c, f }, the P =

{S1, S2, S3}. Is P is a partition of set S?.

Yes, it is Partition. Because S1∩S2=ϕ, S1∩S3=ϕ, S2∩S3=ϕ also S1∪ S2∪S3=S.

Example 3: If S = {1, 2, 3, 4, 5, 6}, then A1 = {1, 3, 4}, A2 = {2, 5}, A3 = {6}

the P = {A1, A2, A3}. Is P is a partition of set S?.

Yes, it is Partition. Because A1∩A2=ϕ, A1∩A3=ϕ, A2∩A3=ϕ also A1∪A2∪A3=S.

Example 4: If S = {1, 2, 3, 4, 5, 6}, then A1 = {1, 3, 4, 5}, A2 = {2, 5}, A3 = {6} the

P = {A1, A2, A3}. Is P is a partition of set S?.

No, it is not Partition. Because A1∩A2={5} ≠ϕ.

11/23/2022 28
Devavarapu Sreenivasarao - DM - III UNIT -

CSE-E & CS-2022-23



Example 5: If S = {1, 2, 3, 4, 5, 6}, then A1 = {1, 3}, A2 = {2, 5}, A3 = {6}. The P =

{A1, A2, A3}. Is P is a partition of set S?.

No, it is not Partition. Because A1∩A2=ϕ, A1∩A3=ϕ, A2∩A3=ϕ but A1∪ A2∪A3 ≠

S.

Example 6: If S = {1, 2, 3, 4, 5, 6}, then A1 = {1, 3, 4}, A2 = {2, 5}, A3 = {6, 7}.

The P = {A1, A2, A3}. Is P is a partition of set S?.

No, it is not Partition. Because A1∩A2=ϕ, A1∩A3=ϕ, A2∩A3=ϕ but A1∪ A2∪A3 ≠

S. that is 7 not in S.
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3.1.2. Equivalence Relations

A relation R on set X is called an Equivalence Relation if it is: Reflexive,

Symmetric, and Transitive

Two elements a and b that are related by an equivalence relation are said to be

equivalent. We use the notation ab to denote that a and b are equivalent

elements with respect to a particular equivalence relation.
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Definition: Let n be a positive integer. For integers a and b we say

that a is congruent to b modulo n, and write a ≡ b (mod n),

provided a − b is divisible by n.



Sol :

XXX={(1,1)(1,2)(1,3)(1,4)(1,5)(1,6)(1,7),(2,1)(2,2),(2,3)(2,4)(2,5)(2,6)(2,7)(3,1)(3,2)(3,3)(3,

4)(3,5)(3,6)(3,7)(4,1)(4,2)(4,3)(4,4)(4,5)(4,6)(4,7)(5,1)(5,2)(5,3)(5,4)(5,5)(5,6)(5,7)(6,1)(6,2)

(6,3)(6,4)(6,5)(6,6)(6,7)(7,1)(7,2)(7,3)(7,4)(7,5)(7,6)(7,7)}

R={ (1,1)(1,4)(1,7)(2,2)(2,5)(3,3)(3,6)(4,1)(4,4)(4,7)(5,2)(5,5)(6,3)(6,6)(7,1)(7,3)(7,7)}

For any a  X, a – a is divisible by 3. {(1,1)(2,2)(3,3)(4,4)(5,5)(6,6)(7,7)}

Hence aRa. There fore R is Reflexive.

For any a,b  X, if a – b is divisible by 3, then b – a is also divisible by 3. that is aRb 

bRa. There fore R is Symmetric.

For any a,b,c  X, if aRb and bRc then both a – b and b – c are divisible by 3. So that a–

c=(a–b)+(b–c) is also divisible by 3. Hence aRc. There fore R is Transitive.

Therefore R is an Equivalence Relation

Example 1: Let X = {1, 2, 3, 4, 5, 6, 7} and R = {(x, y) / x – y is divisible by 3} in

X. Show that R is an equivalence relation?
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Example 2: Let R be a relation on set A, where A = {1, 2, 3, 4, 5} and R =

{(1,1), (2,2), (3,3), (4,4), (5,5), (1,3), (3,1)} Is R an equivalence relation?

Sol : Yes

We can solve this by drawing a relation digraph:

Reflexive – there must be a loop at every vertex.

Symmetric - for every edge between two distinct points there must be an edge in the

opposite direction.

Transitive - if there is an edge from x to y and an edge from y to z, there must be an

edge from x to z.
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Example 3: Congruence modulo m. Let R = {(a, b) | a  b (mod m)} be a relation on the

set of integers and m be a positive integer > 1. Is R an equivalence relation?
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Example 4: R is the relation on the set of strings of English letters such that aRb

iff l(a) = l(b), where l(x) is the length of the string x. Is R an equivalence

relation?

Since l(a) = l(a), then aRa for any string a.

So R is Reflexive.

Suppose aRb, so that l(a) = l(b). Then it is also true that l(b) = l(a), which

means that bRa.

Consequently, R is Symmetric.

Suppose aRb and bRc. Then l(a) = l(b) and l(b) = l(c). Therefore, l(a) = l(c) and

so aRc.

Therefore, R is Transitive.

Therefore, R is an Equivalence Relation.

11/23/2022 34
Devavarapu Sreenivasarao - DM - III UNIT -

CSE-E & CS-2022-23



Equivalence Class

Let R be a equivalence relation on set A.

The set of all elements that are related to an element a of A is called the

equivalence class of a.

The equivalence class of a with respect to R is: [a]R = {s | (a,s)  R}

When only one relation is under consideration, we will just write [a].

If b  [a]R , then b is called a representative of this equivalence class.

Let R be the relation on the set of integers such that aRb iff a = b or a = -b.

We can show that this is an equivalence relation.

The equivalence class of element a is [a] = {a, -a}

Examples: [7] = {7, -7} [-5] = {5, -5} [0] = {0}
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Consider the equivalence relation R on set A. What are the equivalence

classes? A = {1, 2, 3, 4, 5}

R = {(1,1), (2,2), (3,3), (4,4), (5,5), (1,3), (3,1)}

Just look at the aRb relationships. Which elements are related to which?

[1] = {1, 3} [2] = {2}

[3] = {3, 1} [4] = {4}

[5] = {5}
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A useful theorem about classes

Let R be an equivalence relation on a set A. These statements for a and b of A

are equivalent: aRb

[a] = [b]

[a]  [b]  

More importantly: Equivalence classes are EITHER equal or disjoint



Constructing an Equivalence Relation from a Partition

Given set S = {1, 2, 3, 4, 5, 6} and a partition of S, A1 = {1, 2, 3}, A2 = {4, 5}, A3

= {6} then we can find the ordered pairs that make up the equivalence relation

R produced by that partition.

The subsets in the partition of S, A1 = {1, 2, 3}, A2 = {4, 5}, A3 = {6} are the

equivalence classes of R. This means that the pair (a,b)  R iff a and b are in

the same subset of the partition. Let’s find the ordered pairs that are in R:

A1 = {1, 2, 3}  (1,1), (1,2), (1,3), (2,1),(2,2), (2,3), (3,1), (3,2), (3,3)

A2 = {4, 5}  (4,4), (4,5), (5,4), (5,5)

A3 = {6}  (6,6)

So R is just the set consisting of all these ordered pairs:

R = {(1,1), (1,2), (1,3), (2,1), (2,2), (2,3), (3,1), (3,2), (3,3), (4,4), (4,5), (5,4), (5,5),

(6,6)}
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Combining Relations operations on Relation:

Two relations from A to B can be combined in any way that two sets can be

combined. Specifically, we can find the union, intersection, exclusive-or, and

difference of the two relations.

Relations from A to B are subsets of A  B.

For example, if A = {1, 2,3} and B= {a, b, c, d}, then R={(1, a), (2, b), (3, c)} and

S = {(1,a), (1, b), (1, c), (1, d)} then

i. Intersection: RS={(a,b)AXB/(a,b)R and (a,b)S} is the intersection of

the relation R and S. that is, a(RS)b  aRb  aSb

RS = {(1,a)}

ii. Union: RS={(a,b)AXB/(a,b)R or (a,b)S} is the union of the relation R

and S. that is, a(RS)b  aRbaSb

RS= {(1,a), (1, b),(1, c), (1, d), (2, b), (3, c)}
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iii. Difference: R-S={(a,b)AXB/(a,b)R and (a,b)∉S} is the difference of the

relation R and S. that is, a(R-S)b  aRba not in Sb

R-S= {(2, b), (3, c)}

S-R= {(1, b), (1, c), (1,d)}

iv. Compliment: Rc={(a,b)AXB/(a,b)∉R is the compliment of the relation R.

that is, a(Rc)b  a not related Rb

Rc= { (1,b), (1, c), (1, d), (2,a),(2, c), (2, d), (3, a), (3, b), (3, d)}

Sc = { (2,a), (2, b), (2, c), (2,d),(3, a), (3, b), (3, c), (3, d)}
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Composition of Relations

If R1 is a relation from A to B and R2 is a relation from B to C, then the

composition of R1 with R2 (denoted R1  R2) is the relation from A to C.

If (a, b) is a member of R1 and (b, c) is a member of R2, then (a, c) is a member

of R1  R2, where a  A, b  B, c  C.

Example 1: Let A={1,2,3}, B = {a,b,c,d} C={x,y,z} R: from A to B: {(1,a), (1, d),(2, c), (3,

a), (3, d)}and S: from B to C: {(a, x), (b, x),(c, y), (c, z), (d, y)}find SoR.

SoR = 

RoS = {(1, x), (1, y), (2, y), (3, x), (3, y)}

Example2: Let A={a,b,c}, B={w,x,y,z}, C={A,B,C,D}, the relations

R1={(a,z),(b,w)}, R2={(w,B),(w,D),(x,A)}. Find R1o R2.

R1o R2 = { (b, B),(b, D)} 
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Example 3: Find SR from the relations R={(1,1), (1,4), (2,3), (3,1), (3,4)} and

S= {(1,0),(2,0), (3,1), (3,2), (4,1)}

iv. Given a relation R from X to Y, a relation R from Y to X is called “Converse of R”.

where the ordered pairs of R(bar) are obtained by inter changing the members ineach

of the ordered pairs of R.

This means for x  X and y  Y, thet xRy  y R(bar) x

R = {(1, 1), (1, 4), (2, 3), (3, 1), (3, 4)}

R(bar) = (1, 1), (4, 1), (3, 2), (1, 3), (4, 3)}

Let A = {1, 2, 3} and B= {1, 2, 3, 4}, and suppose we have the relations R1 = {(1,1), (2,2),

(3,3)} , and R2 = {(1,1), (1,2), (1,3), (1,4)}. Then compute the operations on them.

R1  R2 = {(1,1), (1,2), (1,3), (1,4), (2,2), (3,3)}

R1  R2 = {(1,1)}

R1 - R2 = {(2,2), (3,3)}

R2 - R1 = {(1,2), (1,3), (1,4)}
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The Powers of a Relation

The powers of a relation R are recursively defined from the definition of a composite of

two relations.

Let R be a relation on the set A. The powers Rn, for n = 1, 2, 3, … are defined

recursively by: R1 = R

R2 = R  R

R3 = R2  R = (R  R)  R)

---------------------------------

Rn+1 = Rn  R

Let R = {(1,1), (2,1), (3,2), (4,3)} Find the powers Rn , where n = 1, 2, 3, 4, 5.

R1 = R = {(1,1), (2,1), (3,2), (4,3)}

R2 = R  R = {(1,1), (2,1), (3,1), (4,2)}

R3 = R2  R = {(1,1), (2,1), (3,1), (4,1)}

R4 = R3  R = {(1,1), (2,1), (3,1), (4,1)}

R5 = R4  R = {(1,1), (2,1), (3,1), (4,1)}
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3.1.3. Transitive Closure
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3.1.4. Compatibility Relation

A relation R in set X is said to be a compatibility relation if it is reflexive and

symmetric. Clearly all equivalence relations are compatibility relations.

Example: Let X = {ball, bed, dog, let, egg} and the relation R be given by

R = {(x, y) / x, y ϵ X  x R y if x and y contain some common letter} then R is

compatibility relation, and x, y are called compatible. If xRy.

The compatibility relation is some times denoted by ≈.

Note that ball ≈bed, bed ≈egg. But ball ≠ egg is not transitive.
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Maximal Compatibility Relation

Let X be a set and R is a compatibility relation on X. A is a subset of X is called

a maximal compatibility block if any element of A is compatible to every other

element of A and no element of X –A is compatible to all the elements of A.



3.1.5. Partial Ordering

A relation R on a set P is called a partial order relation or partial ordering on P,

if R is

(1). Reflexive

(2). Antisymmetric

(3). Transitive.

POSet

We denote the Partial ordering by the symbol “≤”. If ≤ is a partial ordering on

P, then the ordered pair (P, ≤) is called Partially Ordered Set or POSet.

If X is a partial ordering on P, then it is easy to see the converse of X, namely, x̅

is also partial ordering on P. if X is denoted by ≤, then x̅ is denoted by ≥.

This means that if (P, ≥) is a POset and (P, ≥) also POset .

Note: (P, ≥) is called the dual of (P, ≥).
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Example 2: Let R be a relation on set A = {1, 2, 3, 4} and R = {(1,1), (1,2),

(1,3), (1,4), (2,2),(2,3), (2,4), (3,3), (3,4), (4,4)}. Is R a partial order?

Sol: Given that A = { 1,2,3,4} and

R = {(1,1), (1,2), (1,3), (1,4), (2,2), (2,3), (2,4), (3,3), (3,4), (4,4)}

To be a partial order, R must be Reflexive, Antisymmetric, and Transitive.

R is Reflexive : Because R includes (1,1), (2,2), (3,3) and (4,4).

R is Antisymmetric: Because for every pair (a,b) in R, (b,a) is not in R (unless

a= b).

R is Transitive: Because for every pair (a,b) in R, if (b,c) is in R then (a,c) is

also in R.

So, the set A = {1, 2, 3, 4} and relation R = {(1,1), (1,2), (1,3), (1,4), (2,2),(2,3),

(2,4), (3,3), (3,4), (4,4)}

R is a partial order, and (A, R) is a poset.
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Example 3: Show that “ greater than or equal to ()” relation is a partial

ordering on the set of integers.

Sol: To be a partial order, R must be Reflexive, Anti-symmetric, and

Transitive.

Reflexive: Since a  a for every integer a.

Therefore, “” is reflexive

Anti-symmetric: If a  b and b  a, then a = b.

Hence “” is anti-symmetric.

Transitive : finally, a  b and b  c implies a  c.

Hence “” is transitive.

Therefore “” is a partial ordering on the set of integers and (Z, ) is a poset.

Example 4: Show that “ less than or equal to (≤)” relation is a partial

ordering on the set of integers.
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Comparable / Incomparable

In a poset the notation a ≼ b denotes (a, b) ∈ R

The “less than or equal to” ()is just an example of partial ordering

The elements a and b of a poset (S, ≼) are called comparable if either a≼b or

b≼a.

The elements a and b of a poset (S, ≼) are called incomparable if neither a≼b

nor b≼a.
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Total Order

Let (P, ≤) be a POSet. If for every x, y  P we have either x≤y or y≤x then “≤”

is called a Simple Ordering or Linear Ordering on P and (P, ≤) is called a

Totally Ordered or Simply Ordered Set or a Chain.

We said “Partial ordering” because pairs of elements may be incomparable.

If every two elements of a poset (S, ≼) are comparable, then S is called a

totally ordered or linearly ordered set and ≼ is called a total order or linear

order.

Example 1: The poset (Z, ) is totally ordered. Why?

Every two elements of Z are comparable; that is, a  b or b  a for all

integers.

Example 2: The poset (Z+, |) is not totally ordered. Why?

It contains elements that are incomarable; for example 5 | 7./
11/23/2022 53

Devavarapu Sreenivasarao - DM - III UNIT -
CSE-E & CS-2022-23



3.1.6. Hasse Diagram

11/23/2022 54
Devavarapu Sreenivasarao - DM - III UNIT -

CSE-E & CS-2022-23



Example 1: Construct the Hasse diagram for ({1, 2, 3}, )
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Example 2: Construct the Hasse diagram for ({1, 2, 3,4}, ) “less than or equal



Example 3: Construct the Hasse diagram for ({1, 2, 3, 4, 6, 8, 12}, /)

4. Construct the Hasse diagram for A={2, 3, 6, 12, 24, 36} and the relation  be

such that x  y if x divides y.
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5. Construct the Hasse diagrams for (P(a), ⊆). Let A be a given finite set and

P(A) its power set. Let ⊆ be the inclusion relation on the elements of P(A).

(a) A={a} (b) A = {a, b} (c) A = {a, b, c}
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Note: For a given POSet, the Hasse diagram is not unique.

Example 2: Let Sn be the set of all divisors of n.

(a) n= 6 (b). n = 24 ©. n= 8 Draw the Hasse diagrams
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Let (P, ≼) be a poset. An element yP is called a is

minimal number of P relation to a partial ordering

≼ if for no xP is x < y. (bottom of the Hasse

diagram)

Let (P, ≼) be a poset. An element yP is called a is

maximal number of P relation to a partial ordering

≼ if for no xP is y<x. (top of the Hasse diagram)
Note: (1). A minimal number

need not be unique. All those

members which appears at the

lowest level of Hasse diagram of a

POSet are minimal numbers.

(2). Distinct minimal numbers are

incomparable and distinct

maximal numbers are

incomparable.
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Let (S, ≼) be a POSet. a is the Greatest Element of (S, ≼) if b≼a for all bS. It must be unique.

Let (S, ≼) be a POSet. a is the Least Element of (S, ≼) if a≼b for all bS. It must be unique
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Let (P, ≼) be a POSet and A be a subset of P. Any element uP is upper bound for A. If

for all aA, such that a≼u. then u is called Upper Bound of A.

Let (P, ≼) be a POSet and A be a subset of P. Any element lP is lower bound for A. If

for all aA, such that l≼a. then l is called Lower Bound of A.

Example 1: Let us

consider (P(A), ⊆)

we choose a subset

B of P(A) is {{b, c},

{b}, {c}} then A is

upper bound of B

and Ø is lower

bound of B.

Example 2: Let us

consider (P(A), ⊆) we

choose a subset B of P(A)

is {{a, c}, {c}} then A is

upper bound of B and Ø

is lower bound of B.

Note: Upper and lower bounds of a subset are not necessarily unique.
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Let (P, ≼) be a POSet and A⊆P. Any element uP is a Least Upper Bound(LUB) or

Supremum for A. If u is an upper bound for A and u≼y. y is any upper bound for A. It

must be unique.

Let (P, ≼) be a POSet and A⊆P. Any element lP is a Greatest Lower Bound(GLB) or

Minimum for A. If l is an lower bound for A and y≼l. y is any Lower bound for A. It

must be unique.

Example: From the below Hasse diagram, Find the Maximal, Minimal, Greatest

element, Least element, UB, LUB, LB and GLB of {a,b,c}.

Maximal : h, j

Minimal : a

Greatest element : None

Least element : a

Upper bound of {a,b,c} : e, f, j, h

Least upper bound of {a,b,c} : e

Lower bound of {a,b,c} : a

Greatest lower bound of {a,b,c} : a
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Example: From the below Hasse diagram, Find the UB, LUB, LB and GLB of B1=

{a,b}, B2 = {c, d, e}.



3.1.7. Lattice:

A lattice is a POSet (L, ≼) in which every pair of elements a, bL has a LUB and GLB.

The GLB of a sub set {a, b}⊆L will be denoted by a*b and LUB denoted by a⊕b.

That is , GLB{a,b} = a*b (product of a, b) or a∧b (meet of a and b)

LUB{a,b}=a⊕b (Sum of a, b) or a∨b (Join of a and b)

From the definitions of lattice that both * and ⊕ are binary operations on L

because of the uniqueness of the LUB and GLB of any subsets of POSet.

it is obvious that, a totally ordered set is trivially a lattice, but not all partially

ordered sets are lattices can be concluded from Hasse diagrams of POSets.
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Example 1: Let I+ be the set of all positive integers and D denote the relation of

“ Division”, in I+ such that for any a,b  I+ aDb  a divides b then (I+, D) is a

lattice in which a⊕ b = LCM of a and b, a*b = GCD of a and b.
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Are the following three POSets lattices?

Yes No; elements b and c have 

no least upper bound.
Yes



Properties of Lattices

1. Idempotent Properties

a*a=a

a⊕ a=a

2. Absorption Properties

a* (a⊕ b)=a

a⊕(a*b)=a

3. Commutative Properties

a*b = b*a

a⊕ b = b⊕ a

4. Associative Properties

a* (b*c)=(a*b) *c

a⊕(b⊕ c)=(a⊕ b)⊕ c
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Dual of a Lattice

The dual of a lattice is obtained by interchanging the ‘*' and ‘⊕' operations.

Example The dual of [a* (b ⊕ c)] is [a ⊕(b*c)]
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3.2.1. Algebraic systems

A Set together with one or more n-ary operations is called an

Algebraic System or simply an Algebra.

An n-ary operation on a set X which is a mapping from Xn -> X.

If n=1 such operation is called Unary Operation.

If n=2, it is called Binary Operation.

Since the operations and relations on the set S define a structure on

the elements of S, an algebraic system is called Algebraic Structure.

N = {1,2,3,4,…..} = Set of all natural numbers.

Z = { 0,  1,  2,  3,  4 , ….. } = Set of all integers.

Q = Set of all rational numbers.

R = Set of all real numbers.
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Binary Operation: Let A be a non empty set. The * is said to be a binary operation

(closed operation) on a non empty set A, if a*bA ∀a,bA (Closure property).

Ex: The set N is closed with respect to addition and multiplication but not w.r.t

subtraction and division.

Algebraic System: A set ‘A’ with one or more binary(closed) operations defined on it

is called an algebraic system.

Ex: (N, + ), (Z, +, – ), (R, +, . , – ) are algebraic systems.

3.2.2. General Properties

 Closure: Let * be a binary operation on a set A. The operation * is said to

be Closure in A, if a*bA ∀a, bA

 Associative: Let * be a binary operation on a set A. The operation * is said

to be associative in A if (a*b)*c = a*( b*c), ∀a, b, c  A

 Identity: Let a be an element in A. An element e is said to be identity of A

if a*e= e*a = a, ∀aA .

Note: For an algebraic system (A, *), the identity element, if exists, is unique.



Inverse: Let (A, *) be an algebraic system with identity ‘e’. Let a be an

element in A. An element b is said to be inverse of A if a*b= b*a=e, ∀a,bA .

Commutative: Let * be a binary operation on a set A. The operation * is

said to be commutative in A, if a*b=b*a, ∀a,bA

Idempotent: Let (A, *) be an algebraic system. Let a be an element in A.

a*a=a, ∀aA.

Distributive: Let (A, *) be an algebraic system. Let a,b,c are element in A.

a*(b+c)= (a*b)+(a*c),

a+(b*c)= (a+b)*(a+c), ∀a,b,cA.

Cancellation: Let (A, *) be an algebraic system. Let a,b,c are element in A

and a ≠ 0 .

a * b = a*c

 b= c ∀a,b,cA.
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Let (S,*) and (H,o) be two algebraic systems then a mapping f: SH from (S,*)

to (H,o) satisfying the property that

f(a*b) = f(a) o f(b) for any a,b  S

is called Homomorphism or simply Morphism.

Let f be a homomorphism from (S,*) to (H,o).

If mapping f: SH from (S,*) to (H,o) is onto then f is called Epimorphism.

If f: SH is one-to-one then f is called Monomorphism.

If f: SH is both one-to-one and onto then f is called Isomorphism.

If f: SH is an isomorphic mapping then (S,*) to (H,o) are called as

Isomorphic.

Let (S, *) and (H, o) be two algebraic systems such that H⊆S then a

homomorphism f from (S,*) and (H, o) is called Endomorphism.

An isomorphism from (S,*) to (H,o) is called an Automorphism if H = S.

Let (S, *) be an algebraic system and A⊆S, if A is closed under the operation *

then (A,*) is called sub Algebra of (S,*)
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3.2.3. Semi Group

An algebraic system (A, *) is said to be a semi group if

1. * is closed on A. that is, a * b  A ∀a, b  A

2. * is an associative, ∀a, b, c in A. that is, (a * b) * c = a *( b * c)

Ex. (N, +), (N, .) are Semi Groups and (N, –) is not a Semi Group.

Sub semigroup

Let (S, *) be a Semi Group and let T be a subset of S. If T is closed under

operation * , then (T, *) is called a sub Semi Group of (S, *).

Ex: (N, .) is Semi Group and T is set of multiples of positive integer m then (T,.)

is a sub Semi Group.

Abelian Semi Group: Let (S, *) be any set of algebraic system where S is non

empty set and * be a binary relation on S. if the * is commutative in S then (S,*)

is called Abelian or Commutative Semi Group for any a,bS, a*b =b*a.
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Monoid

An algebraic system (A, *) is said to be a Monoid if the following properties

are satisfied.

1) * is a closed in A. That is, a * b  A ∀a, b  A.

2) * is an associative ∀a, b, c in A. that is, (a * b) * c = a*(b*c).

3) There is an identity in A. if a * e = e * a = a, ∀aA.

Sub Monoid

Let (S, *) be a Monoid with identity e, and let T be a non- empty subset of S. If

T is closed under the operation * and eT, then (T, *) is called a Sub Monoid of

(S, *).

Abelian Monoid

Let (S,*) is a Semi Group satisfying the identity property with respect to * and

also if it is commutative, then it is known as Abelian or Commutative Monoid.
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Solution: Given that N = {1,2,3,4,……} and the binary operation .

1. Closure property : We know that product of two natural numbers

is again a natural number. i.e., a.bN ∀ a,bN.

 Multiplication is a closed operation.

2. Associativity : Multiplication of natural numbers is associative.

i.e., (a.b).c = a.(b.c) ∀a,b,c  N

3. Identity : We have, 1  N such that

a.1 = 1.a = a, ∀ a  N.

 Identity element exists, and 1 is the identity element.

Hence, N is a monoid with respect to multiplication.

Example 1: Show that the set ‘N’ is a monoid with respect to multiplication.
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Solution: Given that N = {1,2,3,4,……} and the binary operation +.

1. Closure property : We know that addition of two natural numbers

is again a natural number. i.e., a+bN ∀ a,bN.

 Addition is a closed operation.

2. Associativity : Addition of natural numbers is associative.

i.e., (a+b)+c = a+(b+c) ∀a,b,c  N

3. Identity : We have, 0∉N such that

a+0 = 0+a = a, ∀ aN.

 Identity element does not exists.

Hence, N is a not a monoid with respect to addition.

Example 2: Show that the set ‘N’ is not a monoid with respect to addition.
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Solution: Given that (Z, *) be an algebraic structure, where Z is the set of integers and

the operation * is defined by n * m = maximum of (n, m). Let a , b and c are any three

integers.

1. Closure: Now, a * b=maximum of (a, b)Z, ∀a,bZ

2. Associativity: (a * b) * c = maximum of {a,b,c} = a * (b * c)

 (Z, *) is a semi group.

3. Identity: There is no integer x such that

a * x = maximum of (a, x) = a, ∀aZ

Identity element does not exist. Hence, (Z, *) is not a monoid.

The given algebraic structure does not have an identity element since it is defined on

the set of Integers and there is no minimum element in the set of integers.

Since it does not have an identity element, it is not a Monoid and consequently not a

Group or Abelian Group.

Example 3: Let (Z, *) be an algebraic structure, where Z is the set of integers and the

operation * is defined by n * m = maximum of (n, m). S.T. (Z, *) is a semi group. Is (Z, *)

a monoid ?. Justify your answer.
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Semi group Homomorphism

Let (S,*) and (T, o) be two semi groups. A mapping f:ST satisfying the

properties that f(s1*s2) = f(s1) o f(s2) is called a semigroup homomorphism,

where S1, S2 S

1.If f is one to-one then it is called Monomorphism.

2.If f is onto then it is called epimorphism.

3.If f is both one-to-one and onto then it is called Isomorphism.

4.An isomorphism defined from a semigroup to itself is called automorphism.

Monoid Homomorphism

Let (S,*) and (T, o) be two monoids with identity elements eS and eT respectively.

A mapping f:ST is called monoid homomorphism if it satisfies the following

properties,

1. f(s1*s2) = f(s1) o f(s2) and

2. f(eS ) = eT



3.2.4. Group

An algebraic system (G, *) is said to be a group if the following properties are

holds.

1) * is a Closed: ∀a, b  G, a * b  G.

2) * is an Associative: that is, ∀a,b,c  G. (a * b) * c = a *(b * c).

3) Identity: ∀a  G there exists an element e  G then, a*e = e * a = a.

4) Inverse: ∀aG there exists an element a-1 G then, a* a-1 = a-1 * a = e.

Abelian group (Commutative group): A group (G, *) is said to be abelian (or

commutative) if * is commutative in S. that is a * b = b * a ∀a, b G.

Order of a Group: the order of a group (S,*) is denoted by |S|, is the number of

elements of S when S is finite.
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Finite group: If the order of a group G is finite, then G is called a finite group.



Solution: Given that, R*= set of all non zero real numbers and Multiplication is

Binary Operation. Let a, b, c are any three elements R*.

1. Closure: We know that, product of two nonzero real numbers is again a

nonzero real number . i.e., a . b  R* ∀a,bR* .

2.Associativity: We know that multiplication of real numbers is

associative. i.e., (a.b).c = a.(b.c) ∀a,b,cR* .

3. Identity: We have 1R* and a.1 = 1.a, ∀aR* .

 Identity element exists, and ‘1’ is the identity element.

4. Inverse: To each aR*, we have 1/aR* such that a.(1/a) = 1

i.e., Each element in R* has an inverse.

5.Commutativity: We know that multiplication of real numbers is

commutative. i.e., a.b=b.a ∀a,bR*.

Hence, (R*, .) is an abelian group.

Example 1: Show that set of all non zero real numbers is a group with

respect to multiplication.
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Solution: Given that Z=set of all integers and Multiplication is Binary

Operation. Let a, b, c are any three elements of Z.

1. Closure: We know that, Sum of two integers is again an integer.

i.e., a+bZ, ∀a,bZ

2. Associativity: We know that addition of integers is associative.

i.e., (a+b)+c = a+(b+c), ∀a,b,cZ.

3. Identity: We have 0Z and a+0=a, ∀aZ .

 Identity element exists, and ‘0’ is the identity element.

4. Inverse: To each aZ , we have –aZ such that a+(–a)=0

Each element in Z has an inverse.

5. Commutative: We know that addition of integers is commutative.

i.e., a+b = b+a, ∀a,bZ.

Hence, (Z, +) is an abelian group.

Example 2: Show that the set of all integers is a group with addition.
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Example 3: Show that set of all real numbers ‘R’ is not a group with

respect to multiplication

11/23/2022 84
Devavarapu Sreenivasarao - DM - III UNIT -

CSE-E & CS-2022-23

Solution: Given that R=set of all real numbers and Multiplication is

Binary Operation. Let a, b, c are any three elements of Z.

1. Closure: We know that, Sum of two integers is again an integer.

i.e., a.bR, ∀a,bR

2. Associativity: We know that addition of integers is associative.

i.e., (a.b).c = a.(b.c), ∀a,b,cR.

3. Identity: We have 1R and a.1=a, ∀aZ .

 Identity element exists, and ‘1’ is the identity element.

4. Inverse: To each aR , we have 1/aZ such that a.(1/a)=1

But The multiplicative inverse of  0 does not exist.

Hence. R is not a group



Solution: Let us denote the operation ‘concatenation of strings’ by + .

Let s1, s2, s3 are three arbitrary strings in S.

1. Closure property: Concatenation of two strings is again a string.

i.e., s1+s2S

2. Associativity: Concatenation of strings is associative.

(s1+ s2) + s3 = s1+ (s2 + s3)

3. Identity: We have null string , S such that s1 +  = S.

 S is a monoid.

Note: S is not a group, because the inverse of a non empty string does not

exist under concatenation of strings.

Example 4: Show that the set of all strings ‘S’ is a monoid under the

operation ‘concatenation of strings’. Is S a group w.r.t the above

operation? Justify your answer.
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Solution: Let f1, f2, f3 are three arbitrary functions on S.

1. Closure: Composition of two functions on S is again a function on S.

i.e., f1o f2 F(S)

2. Associativity: Composition of functions is associative.

i.e., (f1 o f2 ) o f3 = f1 o (f2 o f3 ), ∀f1,f2 ,f3 F(S)

3. Identity: We have identity function I : SS such that f1 o I = f1.

 F(S) is a monoid.

Note: F(S) is not a group, because the inverse of a non bijective function on S

does not exist.

Example 5: Let S be a finite set, let F(S) be the collection of all functions

f:SS under the operation of composition of functions, then Show That F(S)

is a monoid. Is S a group w.r.t the above operation? Justify your answer.
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Solution: Let given A = set of all positive rational numbers and the

composition * defined by a * b = (ab)/2.

Let a,b,c are any three elements of A.

1. Closure: We know that, Product of two positive rational numbers is

again a rational number. i.e., a *b  A ∀ a,b  A .

2. Associativity: (a*b)*c = (ab/2) * c = (abc) / 4

a*(b*c) = a * (bc/2) = (abc) / 4

Therefore (a*b)*c = a*(b*c) = (abc) / 4 and associative law holds.

3. Identity: Let e be the identity element. We have a*e = (ae)/2 …(1)

By the definition of * again, a*e = a …..(2), Since e is the identity.

From (1)and (2), (ae)/2 = a  e = 2 and 2  A .

Identity element exists, and ‘2’ is the identity element in A.

Example 6: Show That the set of all positive rational numbers forms

an abelian group under the composition * defined by a * b = (ab)/2 .
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4. Inverse: Let a  A

let us suppose b is inverse of a.

Now, a * b = (ab)/2 ….(1) (By definition of inverse.)

Again, a * b = e = 2 …..(2) (By definition of inverse)

From (1) and (2), it follows that

(ab)/2 = 2

 b = (4/a)A

 (A ,*) is a group.

5. Commutativity: a * b = (ab/2) = (ba/2) = b * a

Hence, (A,*) is an abelian group.
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Solution: Let A,B,CM.

1.Closure: Product of two non singular matrices is again a non singular matrix, because

AB = A.B  0 (Since, A and B are nonsingular) i.e., ABM ∀A,BM .

2. Associativity: Matrix multiplication is associative.

i.e., (AB)C = A(BC) ∀A,B,CM .

3. Identity: We have In  M and A.In = A, ∀AM .

 Identity element exists, and ‘In’ is the identity element.

4. Inverse: To each AM, we have A-1M such that

A.A-1 = In i.e., Each element in M has an inverse.

 M is a group w.r.t. matrix multiplication.

5. Abelian: We know that, matrix multiplication is not commutative.

Hence, M is not an abelian group.

Example 7: If M is set of all non singular matrices of order ‘n x n’. S.T M is a

group w.r.t. matrix multiplication. Is (M, *) an abelian group?. Justify your

answer.

11/23/2022 89
Devavarapu Sreenivasarao - DM - III UNIT -

CSE-E & CS-2022-23



Solution:  Given that (Z,*) where * is a binary operation  defined by a*b=a+b-ab.

1. Closure: a*b=a+b-ab Z, ∀a, bZ.

 closure property holds

2. Associativity: (a*b)*c =(a+b-ab)*c

= (a+b-ab)+c-(a+b-ab)c

= a+b+c-ab-ac-bc+abc

a*(b*c) =a*(b+c-bc)

= a+(b+c-bc)-a(b+c-bc)

= a+b+c-bc-ab-ac+abc

 (a*b)*c = a*(b*c) = a+b+c-bc-ab-ac+abc ∀a, b, cZ

 Therefore associative law holds.

3. identity:  0 Z is the identity element as a*0 =a+0-a.0 =0+a-0.a= 0*a = a

Therefore identity property holds and 0 as the identity element. 

Therefore (Z,*) is Monoid.

4. inverse: for 3Z , there is no xZ such that

3 + x – 3x=0  3 + x = 3x  x = 3/2 ∉Z.

Inverse does not exists, so (Z,*) is not a Group.

Example 8: consider (Z,*) where * is a binary operation defined by a*b=a+b-

ab. Show that (Z, *) is a monoid. Is (Z, *) a group?. Justify your answer.
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Example 9: Let R be the set of all real numbers and * is a binary

operation defined by a*b=a+b+ab. Show that (R,*) is a monoid. Is (R,*)

a group?. Justify your answer.
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Solution:  Given that (R,*) where * is a binary operation  defined by a*b=a+b+ab.

1. Closure: a*b=a+b+ab  R, ∀a, b R.  closure property holds

2. Associativity: (a*b)*c =(a+b+ab)*c

= (a+b+ab)+c+(a+b+ab)c

= a+b+c+ab+ac+bc+abc

a*(b*c) =a*(b+c+bc)

= a+(b+c+bc)+a(b+c+bc)

= a+b+c+bc+ab+ac+abc

 (a*b)*c = a*(b*c) = a+b+c+bc+ab+ac+abc ∀a, b, c R

 Therefore associative law holds.

3. identity:  0  R is the identity element as a*0 =a+0+a.0= 0+a+0.a=0*a =a

Therefore identity property holds and 0 as the identity element. 

Therefore (R,*) is Monoid.

4. inverse: for aR , there is x R such that

a + x + 3a=0  a + x = -ax  x = -a/a+1  R.

Inverse exists, so (R,*) is a Group.



Theorem

In a Group (G, * ) the following properties hold good

1. Identity element is unique.

2. Inverse of an element is unique.

3. Cancellation laws hold good

a * b = a * c  b = c (left cancellation law)

a * c = b * c  a = b (Right cancellation law)

4. (a * b) -1 = b-1 * a-1

In a group, the identity element is its own inverse.
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Theorem 1: In a group (G, *) , Prove that the identity element is unique.

Proof : Let e1 and e2 are two identity elements in G.

Now, e1 * e2 = e1 …(1) (since e2 is the identity)

Again, e1 * e2 = e2 …(2) (since e1 is the identity)

From (1) and (2), we have e1 = e2

 Identity element in a group is unique.
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Theorem 2: In a group (G,*), Prove that the inverse of any element is unique.

Proof : Let a ,b, c  G and e is the identity in G.

Let us suppose, Both b and c are inverse elements of a.

Now, a * b = e …(1) (Since, b is inverse of a )

Again, a * c = e …(2) (Since, c is also inverse of a )

From (1) and (2), we have

a * b = a * c

 b = c (By left cancellation law)

In a group, the inverse of any element is unique.



Theorem 3:In a group (G,*), Prove that (a * b)-1 = b-1 * a-1 for all a,b  G.

Proof : Consider, (a * b) * ( b-1 * a-1)

= (a * ( b * b-1 ) * a-1) (By associative property).

= (a * e * a-1) ( By inverse property)

= ( a * a-1) ( Since, e is identity)

= e ( By inverse property)

Similarly, we can show that (b-1 * a-1) * (a * b) = e

Hence, (a * b)-1 = b-1 * a-1 .

If (G,*) is a group and aG such that a*a=a, Show That a = e , where

e is identity element in G.

Proof: Given that, a * a = a

  a * a = a * e ( Since, e is identity in G)

  a = e ( By left cancellation law)

Hence, the result follows.
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If every element of a group is its own inverse, then show that the

group must be abelian .

Proof: Let (G, *) be a group.

Let a and b are any two elements of G.

Consider the identity,

(a * b)-1 = b-1 * a-1

(a*b)=b*a(Since each element of G is its own inverse)

Hence, G is abelian.

Note: a2 = a * a

a3 = a * a * a etc.
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Example: In a group (G, *), if (a * b)2 = a2 * b2 a,b  G. Show that

G is abelian group.

Proof: Given that (a * b)2 = a2 * b2

 (a * b) * (a * b) = (a * a )* (b * b)

 a *( b * a )* b = a * (a * b) * b ( By associative law)

 ( b * a )* b = (a * b) * b ( By left cancellation law)

 ( b * a ) = (a * b) ( By right cancellation law)

Hence, G is abelian group.
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Solution: The composition table of G is

1. Closure property: Since all the entries of the composition table are the

elements of the given set, the set G is closed under multiplication.

2. Associativity: The elements of G are real numbers, and we know that

multiplication of real numbers is associative.

3. Identity : Here, 1 is the identity element and 1G.

4. Inverse: From the composition table, we see that the inverse elements of 1

and – 1 are 1 and – 1 respectively.

Hence, G is a group w.r.t multiplication.

5. Commutativity: The corresponding rows and columns of the table are

identical. Therefore the binary operation . is commutative.

Hence, G is an abelian group w.r.t. multiplication.

Example: Show that G = {1, -1} is an abelian group under multiplication.
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Solution: The composition table of G is

1. Closure property: Since all the entries of the composition table are the

elements of the given set, the set G is closed under multiplication.

2. Associativity: The elements of G are complex numbers, and we know that

multiplication of complex numbers is associative.

3. Identity : Here, 1 is the identity element and 1 G.

4. Inverse: From the composition table, we see that the inverse elements of 1 ,

2 are 1, 2,  respectively.

Hence, G is a group w.r.t multiplication.

5. Commutativity: The corresponding rows and columns of the table are

identical. Therefore the binary operation . is commutative.

Hence, G is an abelian group w.r.t. multiplication.

Example: Show that G = {1, , 2} is an abelian group under multiplication.

Where 1, , 2 are cube roots of unity.
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Solution: The composition table of G is

1. Closure property: Since all the entries of the composition table are the

elements of the given set, the set G is closed under multiplication.

2. Associativity: The elements of G are complex numbers, and we know that

multiplication of complex numbers is associative.

3. Identity : Here, 1 is the identity element and 1 G.

4. Inverse: From the composition table, we see that the inverse elements of

1 -1, i, -i are 1, -1, -i, i respectively.

5. Commutativity: The corresponding rows and columns of the table are

identical. Therefore the binary operation . is commutative. Hence, (G, .) is an

abelian group.

Example: Show that G = {1, –1, i, –i } is an abelian group under multiplication.
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Modulo systems

Addition modulo m(+m)

let m is a positive integer. For any two positive integers a and b

a+mb = a + b if a + b < m

a+mb=r if a+b≥m where r is the remainder obtained by dividing (a+b) with m.

Multiplication modulo p(Xp)

let p is a positive integer. For any two positive integers a and b

aXpb=a b if a b < p

aXpb=r if ab ≥ p where r is the remainder obtained by dividing (ab) with p.

Ex. 3X54=2, 5X54=0, 2X52=4
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Solution: The composition table of G is

1. Closure property: Since all the entries of the composition table are the

elements of the given set, the set G is closed under +6 .

2. Associativity: The binary operation +6 is associative in G.

for ex. (2 +6 3) +6 4 = 5 +6 4 = 3 and 2 +6 ( 3 +6 4 ) = 2 +6 1 = 3

3. Identity : Here, The first row of the table coincides with the top row. The

element heading that row , i.e., 0 is the identity element.

4. Inverse: From the composition table, we see that the inverse elements of 0,

1, 2, 3, 4. 5 are 0, 5, 4, 3, 2, 1 respectively.

5. Commutativity: The corresponding rows and columns of the table are

identical. Therefore the binary operation +6 is commutative.

Hence, (G, +6 ) is an abelian group.

Example: The set G = {0,1,2,3,4,5} is a group with respect to addition modulo 6.
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Solution: The composition table of G is

1. Closure property: Since all the entries of the composition table are the

elements of the given set, the set G is closed under 7 .

2. Associativity: The binary operation 7 is associative in G.

for ex. (2 7 3) 7 4 = 6 7 4 = 3 and 2 7 ( 3 7 4 ) = 2 7 5 = 3

3. Identity : Here, The first row of the table coincides with the top row. The

element heading that row , i.e., 1 is the identity element.

4. Inverse: From the composition table, we see that the inverse elements of 1,

2, 3, 4. 5 ,6 are 1, 4, 5, 2, 5, 6 respectively.

5. Commutativity: The corresponding rows and columns of the table are

identical. Therefore the binary operation 7 is commutative.

Hence, (G, 7 ) is an abelian group.

The set G = {1,2,3,4,5,6} is a group with respect to multiplication modulo 7.
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More on finite groups

In a group with 2 elements, each element is its own inverse

In a group of even order there will be at least one element (other than

identity element) which is its own inverse

The set G = {0,1,2,3,4,…..m-1} is a group with respect to addition

modulo m.

The set G = {1,2,3,4,….p-1} is a group with respect to multiplication

modulo p, where p is a prime number.

Order of an element of a group:

Let (G, *) be a group. Let ‘a’ be an element of G. The smallest integer n

such that an = e is called order of ‘a’. If no such number exists then the

order is infinite.
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3.2.5. Sub groups

A non empty sub set H of a group (G, *) is a sub group of G, if (H, *) is

group.

Note: For any group {G, *}, {e, * } and (G, * ) are trivial sub groups.

Example 1: G = {1, -1, i, -i } is a group w.r.t multiplication.

H1 = { 1, -1 } is a subgroup of G .

H2 = { 1 } is a trivial subgroup of G.

Example 2:( Z , + ) and (Q , + ) are sub groups of the group (R +).
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Theorem: A non empty sub set H of a group (G, *) is a sub group of G iff

i) a * b  H  a, b  H

ii) a-1  H  a  H

Proof:

Suppose H is a subgroup of G, then H must be closed with respect to

composition * in G, i.e. a∈H, b∈H ⇒ a*b∈H

Let a∈H and a−1 be the inverse of a in G. Then the inverse of a in H is also a−1.

As H itself is a group, each element of H will possess inverse in it,

i.e. a∈H ⇒ a−1∈H.

Thus the condition is necessary.

Now let us examine the sufficiency of the condition.

(i) Closure Axiom: a∈H, b∈H⇒a*b∈H. Hence the closure axiom is satisfied with

respect to the operation *.
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(ii) Associative Axiom: Since the elements of H are also the elements

of G, the composition is associative in H also.

(iii) Existence of Identity: The identity of the subgroup is the same as

the identity of the group because a∈H, a−1∈H ⇒ a*a−1∈H ⇒ e∈H. The

identity e is an element of H.

(iv) Existence of Inverse: Since a∈H ⇒ a−1∈H, ∀a∈H. Therefore each

element of H possesses an inverse.

The H itself is a group for the composition * in G.

Hence H is a subgroup.



Theorem: A necessary and sufficient condition for a non empty subset H of a

group (G, *) to be a sub group is that a  H, b  H  a * b-1  H.

Proof:

Case 1: Let (G, *) be a group and H is a subgroup of G

Let a,b  H  b-1  H ( since H is is a group)

 a * b-1  H. ( By closure property in H)

Case 2: Let H be a non empty set of a group (G, *).

Let a * b-1  H  a, b  H

Now, a * a-1  H ( Taking b = a )

 e  H i.e., identity exists in H.

Now, e  H, a  H  e * a-1  H

 a-1  H

 Each element of H has inverse in H.
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Further, a  H, b  H  a  H, b-1  H

 a * (b-1)-1  H.

 a * b  H.

 H is closed w.r.t * .

Finally, Let a,b,c  H

 a,b,c  G ( since H  G )

 (a * b) * c = a * (b * c)

 * is associative in H

Hence, H is a subgroup of G.
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Example: Show that the intersection of two sub groups of a group G is

again a sub group of G.

Proof:

Let (G, *) be a group.

Let H1 and H2 are two sub groups of G.

Let a , b  H1  H2 .

Now, a , b  H1  a * b-1  H1 ( Since, H1 is a subgroup of G)

again, a , b  H2  a * b-1  H2 ( Since, H2 is a subgroup of G)

 a * b-1  H1  H2 .

Hence, H1  H2 is a subgroup of G .
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Example: Show that the union of two sub groups of a group G need not be

a sub group of G.

Proof:

Let G be an additive group of integers.

Let H1 = { 0, 2, 4, 6, 8, …..}

and H2 = { 0, 3, 6, 9, 12, …..}

Here, H1 and H2 are groups w.r.t addition.

Further, H1 and H2 are subsets of G.

 H1 and H2 are sub groups of G.

H1  H2 = { 0, 2, 3, 4, 6, …..}

Here, H1  H2 is not closed w.r.t addition.

For ex. 2 , 3  G

But, 2 + 3 = 5 and 5 does not belongs to H1  H2 .

Hence, H1  H2 is not a sub group of G.
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3.2.6. Homomorphism and Isomorphism

Homomorphism :

Consider the groups (G, *) and (G1, ). A function f:G  G1 is called a

homomorphism if f(a*b)=f(a)f (b)

Isomorphism:

If a homomorphism f : G  G1 is a bijection then f is called isomorphism

between G and G1 .Then we write G  G1.
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Example: Let R be a group of all real numbers under addition and R+ be a

group of all positive real numbers under multiplication. Show that the

mapping f : R  R+ defined by f(x) = 2x for all x  R is an isomorphism.

Solution: First, let us show that f is a homomorphism.

Let a, b  R.

Now, f(a+b) = 2a+b = 2a 2b = f(a).f(b)

 f is an homomorphism.

Next, let us prove that f is a Bijection.

For any a , b  R, Let, f(a) = f(b)

 2a = 2b

 a = b  f is one.to-one.

Next, take any c  R+.

Then log2 c  R and f (log2 c ) = 2 log2 c = c.

 Every element in R+ has a pre image in R. i.e., f is onto.

 f is a bijection.

Hence, f is an isomorphism.
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Example: Let R be a group of all real numbers under addition and R+ be a group of all

positive real numbers under multiplication. Show that the mapping f : R+  R

defined by f(x) = log10 x for all x  R is an isomorphism.

Solution: First, let us show that f is a homomorphism.

Let a , b  R+ .

Now,  f(a.b) = log10 (a.b)

= log10 a  +  log10 b

= f(a) + f(b)

 f is an homomorphism.

Next, let us prove that  f  is a Bijection

For any a , b  R+ , Let, f(a) = f(b)

 log10 a = log10 b
 a = b

 f is one.to-one.

Next, take any c  R.

Then 10c  R and f (10c) = log10 10c = c.

 Every element in R has a pre image in R+ .

i.e., f is onto.

 f is a bijection.

Hence, f is an isomorphism.
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Theorem: Consider the groups ( G1, *) and ( G2, ) with identity elements e1

and e2 respectively. If f : G1  G2 is a group homomorphism, then prove

that

a)  f(e1)  =  e2 

b)  f(a-1)  = [f(a)]-1

c)  If  H1 is a sub group of G1 and  H2 = f(H1), then   H2 is a sub group of G2. 

d) If  f  is an isomorphism from  G1 onto G2, then  f–1 is an   isomorphism 

from G2 onto G1.

a) f(e1) = e2

Proof: we have in G2, e2  f(e1) = f (e1) ( since, e2 is identity in G2)

= f (e1 * e1) (since, e1 is identity in G1)

= f(e1)f(e1) (since f is a homomorphism)

e2 = f(e1) ( By right cancellation law )
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b) f(a-1) = [f(a)]-1

Proof: For any a  G1, we have

f(a)  f(a-1) = f (a * a-1) = f(e1) = e2

and f(a-1)  f(a) = f (a-1 * a) = f(e1) = e2

 f(a-1) is the inverse of f(a) in G2

i.e., [f(a)]-1 = f(a-1)

c) If H1 is a sub group of G1 and H2 = f(H1), then H2 is a sub group of G2.

Proof: H2 = f (H1) is the image of H1 under f; this is a subset of G2.

Let x, yH2. Then x = f(a) , y = f(b) for some a,bH1

Since, H1is a subgroup of G1, we have a * b-1  H1.

Consequently, x  y-1 = f(a)  [f(b)]-1

= f(a)  f(b-1)

= f (a * b-1) f(H1) = H2

Hence, H2 is a subgroup of G2.
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d) If f is an isomorphism from G1 onto G2,then f–1 is an isomorphism from G2 onto G1.

Proof: Since f : G1  G2 is an isomorphism, f is a bijection.

 f–1 : G2  G1 exists and is a bijection.

Let x, y  G2. Then x  y  G2 and there exists a, bG1 such that x= f(a) and y = f(b).

 f–1 (xy) = f–1(f(a)f(b))

= f–1 (f (a* b))

= a * b

= f–1 (x) * f –1 (y)

This shows that f–1: G2  G1 is an homomorphism as well.

 f–1 is an isomorphism.
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Solution: Let (G, * ) be a group and H is a sub group of G.

Let a , b  H  a , b  G ( Since H is a subgroup of G)

 a * b = b * a ( Since G is an abelian group)

Hence, H is also abelian.

Example: Prove that every sub group of an abelian group is abelian.
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